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COLLISIONAL EFFECTS
IN ULTRA-HIGH ILLUMINATED PLASMAS:
FROM THE THEORY TO THE EXPERIMENT

A. A. Balakin and G. M. Fraiman
Institute of Applied Physics RAS, Nizhny Novgorod, Russia

The electron—ion collisions in plasmas with strong laser fields is analyzed. It is shown that
the concept of "strong fields" in the collision problem in plasmas is determined by the sin-
gle parameter, namely, the ratio of the oscillatory electron radius to the distance from the
ion, at which Coulomb ion field equals the laser field amplitude. It is found that the phase
space structure is strongly modified as the value of this parameter increases: stochastic at-
tractor appears, predecessors' analytical approaches become unjustified. By numerical and
analytical analysis, the boundary of attraction region is found, energy exchange processes
are studied, expressions for effective frequencies and cross-sections are obtained. It is
shown from theory and experiment that the efficiencies of all main energy exchange chan-
nels caused by collisions (such as Joule heating, harmonics generation, bremsstrahlung ra-
diation, fast electron generation) increase independently from the field polarization as the
laser field intensity grows.

1. Introduction

Interest to the problem of the pair electron-ion collisions in strong electro-
magnetic fields having been observed already during the last 40 years [1-5], that
witnesses by itself about it's importance and fundamental nature. This problem
becomes especially actual in latter years in connection with the development of
lasers of high power with densities of energy till 10"*' W/cm?, corresponding to
ultra-relativistic oscillatory energies of electrons. Physical phenomenons, discov-
ered at investigation of such fields interaction with usual and cluster plasma, and
possible applications (from laser controlled fusion till transformation of the opti-
cal radiation to radiation of Roentgen wave lengths range) lead to that the prob-
lem of pair collisions in plasma transformed itself from the pure academic to im-
portant applied problem. It is the narration of the modern state of the problem of
pair electron-ion collisions in plasma at the presence of strong fields of electro-
magnetic radiation, that is the main object of this lecture.

Traditionally investigation of electron-ion collisions in strong electromag-
netic fields is fulfilled on the basis of third models. All this models are grounding
on the approximation of pair collisions, i.e. it is supposed that the probability of
the simultaneous collision of third and more particles in one point of space is
negligible. This leads to that all characteristics of collisions integral for one-
particle distribution function may be found from the solution of the problem of
scattering of the beam of non-interacting (test) electrons on the only ion [6].

One should note, that the narration in many secondary works has compli-
cated itself sufficiently in comparison with original works. At the same time,
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such complication leads only to merely illusory strictness and does not add any
new ideas compared with originals. Therefore we are citing, in general, only
those publications, where a certain progress in understanding has been reached or
review works.

The model of "small-angles" scattering [5—8] is the most popular. Here the
linear trajectory is considered in capacity of unperturbed electron drift trajectory
and all effects are estimated in frames of the theory of perturbation along this
trajectory.

It is obvious, that in frames of this approximation electron-ion collisions oc-
cur in different moments "non-correlated" between themselves. That is, it is pro-
posed, that in case of the beam with homogeneous initial particles distribution,
including the distribution on the field phases, moments of collisions' will also be
distributed homogeneously on the field period. More over, in frames of this ap-
proximation the possibility of attraction of an electron to the ion during the scat-
tering is not considered. In other words, in frames of linear trajectories approxi-
mation it is supposed, that electron can not bend it's trajectory substantially
equally as during the whole process of scattering as till the moment of the last
blow. Actually, this is the same approximation, that has been used in [6].

Another model (the low frequency approximation, [8, 9]) describes collisions
including the scattering on large angels. It is proposed though, that sufficiently
strong outer field accelerates electrons before and after the collision (Coulomb
field of the ion on this stages is supposed negligible) and only the static field of
the nearest ion is important during the process of scattering. Also like in the
model of linear trajectories it is proposed, that collisions occur at accidental mo-
ments of time. Since in such formulation of the problem the contribution from the
scattering on large angles is small, then the result coincides with small-angles
approximation results with logarithmic accuracy.

The quantum model (Born approximation on the Coulomb potential [10])
leads to the same results that both previously approximations in force of the ac-
count of effects of only the first order in quasi-classic expansion. So, in all ap-
proximations enumerated above results differing only by logarithmic factors have
been gotten. It seems, that general for all propositions about non-correlated char-
acter of collisions moments and the impossibility for electron to bend it's drift
trajectory (to attracts itself to the ion) during repeated oscillations near the ion
were the main cause of mentioned coincidence. Especially clearly this is demon-
strated in recent works [7], where author directly from the kinetic equation with
the collisions integral in Landau form® derived, again with logarithmic accuracy,

! Further under the moment of collision we mean the moment of the nearest ap-
proaching of an electron to the ion during the scattering. This collision itself we shall
name like the last collision or the last blow.

2 We shall remind [6], that the derivation of the Landau collisions integral is basing
on supposition about the homogeneous distribution of collisions moments and determining
contribution of the distant (merely rectilinear) scattering.
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the same results (for effective frequency of collisions, efficiency of harmonics
generation etc.) that in works cited above. Seemingly, the coincidence of results
given by three different, to the first sight, approximations become the cause of
the extinction of the interest to this themes for more than thirty years.

2. Particles dynamics in strong fields

That effects have been omitted in traditional models? Let us consider, how
the collision is described traditionally. We shall remind, that in absence of the
Coulomb field of the ion the particle movement is the superposition of oscilla-
tions in EM wave field with oscillatory velocity v, =eE/mw, (w, and E are

frequency and amplitude of EM wave) and the drift with constant drift velocity
v. In all mentioned models it is supposed, that the drift occurs along the direct
line and fulfills only the "delivery" of particles in interaction region and then the
collision with the ion proper occurs. Different models are describing this colli-
sion with different degree of accuracy (with or without account of near collisions,
when the scattering occurs on large angles; with quantum mechanics apparatus or
in frames of classic mechanics). Since particles are considered like homogene-
ously distributed in space before the collision, then the contribution of particles
scattering on large angles is small. Indeed, it is known from the Reserford prob-
lem, that from all particles with initial velocity v only those particles are scatter-
ing on large angles, which approach to the ion on a distance lesser than the Re-

serford radius b, = & Z /mv* . Since in strong fields it is counted, that the scatter-
ing occurs with oscillatory velocity v, >>v and corresponding Reserford radius

2 2 . . . .
b, =e"Z/mv;, is small, then the contribution of the scattering on large angles

is negligible. The particle is supposed to leave the scattering region after the
blow.

Fig. 1. The typical electron trajectory 3 x E cos ot

. . . . 100| —
(full line), drift trajectory (dashed line) N
and parameters of the electron being » 80
scattered (v is the velocity, p is the ' < 60l 'i‘/’\p

A

impact parameter, 0 is the angle be- ) 40 .
tween velocity and field E). Dotted N - . d
line represents the drift trajectory in e \6 z
"rectilinear” approximation. -100 .- :50 0 50 100

The numerical simulation shows another dynamics of the scattering of parti-
cle. Figure 1 with the drift electron trajectory demonstrates this. In strong fields

due to the large oscillations radius r,, =eE/mw} >> b, the particle returns re-
peatedly to the ion and experiences many distant (sometimes they are named

439



"soft") collisions during the process of scattering. The drift energy of the particle
at this is merely constant but the sufficient bending of the drift trajectory' occurs.
As a result, before the last "hard" blow (that is he, practically, who changes the
particle energy) electrons happen to be more close to the ion, than at the rectilin-
ear drift movement. As a consequence of this, energy variation of particles at first
being far from the ion increases sufficiently at the scattering and many other new
effects arises. It is to the analysis of these effects at electron-ion collisions in
strong EM fields with accounting of the bending of particles drift trajectories,
that this work is devoted to.

In present lecture, generally, collisions processes in non-relativistic fields are
considered. Such limitation is justified by the sufficient simplification in analyti-
cal consideration. The exception is those paragraphs connected with discussion
concerning experimental result (p. 7), where relativistic intensities are realized.
More over, we limit ourselves with the classic description. The short analysis of
quantum corrections is mentioned in the conclusion part.

3. Pair collision approximation

In this paragraph we shall discuss, how one may reduce the problem con-
cerning the search of the electron-ion collisions integral in strong fields in equa-
tion for one-particle distribution function in rare plasma to the problem of the
scattering of the beam of test electrons on the ion. Since this result seems to be
quite obvious, we shall adduce only short derivation to demonstrate, that the so
called pair collisions approximation is by no means equivalent to the small-
angles approximation.

The simplest mode to derive the equation for one-particle distribution func-
tion is the method of Bogolubov's "chain" [6]. As it is known, the idea of the
method consists in continues transition from many-particles distribution function
for all plasma particles to one-particle function, two-particle one and so on. At
this in rare plasma it is enough to limit oneself with two-particle distribution
function, i.e. to tear the chain off already on the second step. This procedure is
well known and described in details in many text-books. Our remark consists in
that the analogous unlinking of correlations may be done also for plasma in
strong field of EM wave. It is most easy to fulfill this procedure in drift coordi-
nates. Their convenience consists in that at the transition to drift coordinates the
left part of the kinetic equation becomes not dependent on the outer field and,
accordingly, on the time. All information about the strong outer field is in colli-
sion integral, which becomes evidently depending on time:

St[f]——f——G (r.p.t51,p, t)%g:i,al3 r'd’p'dt'd’r. 1)

! We shall name the difference after the subtraction of the particle oscillations from
it's trajectory in laboratory coordinate system like the drift trajectory.
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Here U (r,t)=€’Z/ |r -r,, (t)| is the oscillating Coulomb potential of the ion.

An ordinary conditions have been used at the derivation of this expression.
Namely, as in the scattering problem without fields, it is proposed that the influence
of other ions on the scattering process is negligible, i.e. plasma is rare enough. In
other words, there should be small particles in interaction volume V,, :

nV,, <<1. 2

In plasma with weak fields this condition reduces itself to the condition of
the presence of many particles in Debye sphere.

Physical sense of collisions integral (1) is usual. It provides the change of
drift impulses and kinetic energy of electrons at the scattering on ions in the field
of EM wave. This field itself is supposed to be smooth in space on the scale of
collision and is slowly varying in time. This is usually true always, since just
quasi-monochromatic fields are under consideration here. It should be also noted,

that in the same way like in Bolzman collisions integral, the function G ()

standing in kernel is nothing but the Green function of the problem of scattering
of the beam of electrons with initial drift impulse fixed on infinity on the only
ion. More detailed we shall consider this problem further. Here we shall just note,
that predecessors results may be classified most easy in terms of this Green func-
tion. Particularly, the rectilinear trajectories approximation (sometimes being not
too accurate called like the small-angles one) corresponds to that the initial and
final impulses in Green function are supposed to be equal and the drift trajectory
is considered like rectilinear. Correspondingly, in momentary blow approxima-
tion [9] at the account of the average for the period of the change of energy with
wave field it is also proposed, that particles are moving homogeneously and rec-
tilinear before the blow. The difference consists only in more accurate account of
data of scattering for small impact parameters. So far as in these models distant
collisions (mind, that in both models impact parameter at the scattering does not
change itself) give the basic contribution into the change of energy, then contri-
bution of near collisions with small impact parameters is negligible and results of
both models coincide.

It is clear now, what may give rise to new results. As long as electrons oscil-
late in the vicinity of the ion for many periods, attraction and, as a consequence,
the change of the density of test electrons near the ion may prove to be essential.
The second less obvious result consists in that collisions phases themselves cease
to be equiprobadle. That is, the attraction process is accompanied with electrons
bunching.

4. The strong field

Now let us discuss at which fields intensities mentioned effects are signifi-
cant. Or what the term "strong" field means?
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To answer these questions we should analyze the Green function G being de-
termined by test particles trajectories in (1). The latter are described by Newton
equation (non-relativistic case):

.. 3 1 1
F=- > |r Ecos Qr. 3

This equation is written in dimensionless form after the introduction of char-
acteristic scales

el eE® Ze*E
="—, 0] =;/ Y =;/ . 4
E E m’Z E m? @

A dimensionless frequency

) A
Q=—"2 =( 0 ] )]

o eE’

Losc I

is the only dimensionless parameter’, entering the equation (3) and characterizing
the pumping field. An amplitude E and frequency o, enter into parameter Q in

combination w; / E’ . This means, that collisions in strong high-frequency fields

(e.g. of the laser diapason) are similar to collisions in more weak low-frequency
fields (e.g. of microwaves diapason)’. This means also, that the phase space
structure is determined itself by only this parameter and is different in principle
in regions of high-frequency (weak) € >>1 and low-frequency (strong) Q <<1
field. How this structure changes at the parameter variation?

At large Q values (weak fields) essential changes in phase space structure
will be only in small vicinity of separatrix, detaching spacing hyperbolic trajecto-
ries from periodical. With growth of the field (decrease of the parameter Q) the
stochastic layer volume increases and at Q <<1 it becomes about 1/Q>>1. In

dimensional variables of stochastic region this corresponds to the oscillatory ra-
dius in coordinate space and oscillatory impulse in impulse space. This evolution
is depicted qualitatively on Fig. 2.

From the point of view of the problem of scattering this means, that the par-
ticles dynamics is regular and the change of energy with field may be counted on
Landau model in weak fields (Q >>1) or until the drift (thermal) electron veloc-
ity is large in comparison with oscillatory one. On the contrary, the region of
irregular dynamics in phase space of the system becomes determining in case of
the strong field (Q <<1), when oscillatory velocity is larger than drift one sig-
nificantly.

! This is true, certainly, only in frames of equation (3) suitability, i. e. for non-
relativistic case.

2 Obviously, that other plasma parameters (temperature and concentration) should be
recounted in proper way.
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Fig. 2. The change of the region of stochastics (qualitatively) in phase space at the
parameter Q variation. Dashed line depicts separatrix curve.

Already this simple consideration show, that in early works of 60-70 years
these effects could not be taken into account adequately, since the term "stochas-
tics" itself just having been conceived. More over, this problem was too difficult
also for numerical simulation.

5. Numerical results

What numerical results provide? On Fig. 3 there are electrons drift trajecto-
ries for longitudinal (Fig. 3, a, initial velocity is along the field) and transverse
scattering (Fig. 3, b). It is seen, that these trajectories depend essentially on the

Fig. 3. Drift trajectories of particles at the same initial impact parameters but at
different field phases for Q = 0.125 and v =0.1 v, . An arrow points the initial
particles velocity direction. Trajectories with different impact parameters corre-

spond to different gradations of the gray. It is seen the appearance of the compli-
cated (stochastic) dynamics at small impact parameters.

spacing phase (a phase at the start moment). This dependence is especially evi-
dent for small impact parameters. So, providing distant particles are moving
merely along the only line and may be properly described in frames of small-
angles approximation (Fig. 3, a), the strong dispersion of trajectories is observed
already on the boundary of the attraction region (the region of initial coordinates
from which particles get into small vicinity of the ion oc b, ). Trajectories behav-

iour themselves is stochastic like inside the attraction region.
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It is seen from the Fig. 3, that alongside with "frontal" collisions (particles
flying exactly along the axis Oz on distances of the order b,, = Q%) particles

with the impact parameter far exceeding b, experience also the change of en-

ergy of the same order. In traditional models we would see the essential scatter-
ing only at frontal collisions. From Fig. 3 it is seen also the second consequence
of the attraction: the dependence of the change of energy on impact parameters is
not the one-to-one function. In strong fields at v<v,  a situation is realized,

when particles from substantially different impact parameters go to the same
point of the space (in particular, into the region b, near the ion). That is, mul-

tifluxity being absent in weak fields is realizing itself. Alongside with this sto-
chastics arises, i.e. small variation of initial parameters lead to essential diver-
gence of trajectories and to the difference of final velocities of particles.

Note, that the boundary of the attraction region is simultaneously the bound-
ary of strong particles energy variations also (Fig. 4) [12]. Indeed, to change
greatly it's energy particle need to approach to the ion, but particles outside the
attraction region can not fly close to ion, consequently, they can not change
strongly their energy. A variation of the test particles distribution function de-
pending on coordinates is the micro-characteristics of the attraction influence.
We shall mention, that this function is supposed to be constant in traditional
models. In calculations this function becomes proportional to oc1/p (p is trans-

verse coordinate before the hard collision). This is the integrable singular de-
pendence, leading to reinforcement of the role of near collisions and, as a conse-
quence, to the increase of all energetic processes (Joule heating, radiation har-
monics generation and appearance of fast particles).

Energy variationl

»

~
~
o

w
s
H

Impact parameter!

"
«n

-

Energy variation|
NN
o un
 m——

B
w o

«

Impact parameterl

L 10 15
Impact parameteri

»
°

o.mm

1 3.4 5
Initial phasel

o

1 - 2 3 4 H
Initial phasel

Fig. 4. Dependence of the energy variation from the impact parameter, averaged on the
spacing phases (a); energy variation (b) and phase of the hard (last) collision (c) in de-
pendence on the impact parameter and initial phase for longitudinal propagation. More
dark gradations of the gray depict higher value of quantity.

Fig. 4, ¢ has more information interesting for us. The question is the depend-
ence of phase of hard (the last) collision on the phase of spacing and impact pa-
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rameter. Quite unexpected results consist in that the attraction process is accom-
panied by evident electrons bunching [15]. For quantitative estimation of this
effect we found the field phase at the moment, when electron is mostly close to
ion during the whole process of scattering (the hard collision phase). Remarkable
result consists in that all electrons experiencing appreciable change of energy
(compare with Fig. 4, b) have close phases of the hard blow. More attentive
analysis of these phases leads to conclusion, that they correspond to maximums
of oscillatory velocity.

In conclusion of this paragraph, we shall accentuate, that even for Q = 0.1
calculation of the whole problem of scattering (for all angles between the field
and a beam) is very difficult and takes a lot of time and utmost resources of mod-
ern personal computers. At the same time, let us say for fluxes 10" W/cm? at the
wave length 1 mk the small parameter interesting for us is = 0.01. Therefore
analytical results gain special value.

6. Analytics

Let us consider, that may be done in this direction. First of all note, that the
problem of scattering (3) is described by Hamiltonian equations with potential
periodical on time. This means, that one may pass on to point mappings for drift
coordinates and impulses of the particle in period. Consequently, in force of the
Hamiltonian nature the problem reduces itself to finding of the only scalar func-
tion — generating function of the mapping. It is well-known from theoretical me-
chanics, that to find generating function it is enough to calculate operation on one
period and to express it as a function of, for example, initial coordinates and final

impulses S =S (r;,;,p,, ). At this the remaining pair of canonical coordinates is,
correspondingly, equal:
p = AR . aS
ink ar 4 out apow °

ini

(6

It should be noted, that we can use different approximations during the one
period.

A number of important features of mapping (6) one may discover in impor-
tant particular case of quasi-longitudinal distribution in neglect of particle dis-
placement across the electric field because of the drift velocity v, << 2m/pv,,. '

Here the mapping is dividing on displacement part for longitudinal coordinate

and impulse and on mapping for transverse coordinate p =/x* +y* :
p=|p-2n/p|. ™

) ! At the drift velocity sufficiently small all qualitative effects being under discussion
In this paragraph will take place also for circular polarization.
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The mapping (7) is represented graphically on Fig. 5.

n
10 b)

2 4 6 8 10 P
Fig. 5. The dependence of the impact parameter P in iteration of mapping (7) on impact

parameter p is depicted on right picture (a). The region of losses of particles at the scatter-
ing on large angles is hatched. The point, from which particles get exactly to the ion in one
iteration of mapping, is marked out specially. On left picture (b) there is a dependence of
particles concentration on the impact parameter p for: unperturbed distribution (dotted
line) and the utmost value in infinite number of iterations (full line), which is the invariant
measure of mapping (7).

Mapping (7) does not describe the scattering of particles on large angles and
their departure from the region of scattering. For the account of such particles
one may introduce the region of losses with the width of the order
b, = Q? —555—> 0 (the hatched region on Fig. 5), at getting in which particles
are supposed to leave the region of scattering.

Let us consider features of mapping (7). In the first place, it is necessary to
notice the arising of multifluxity, when particles having started from different
impact parameters come simultaneously into the same point of the space because

of attraction. The simplest example is the fact, that alongside with particles with
small initial parameters p,; <b,  particles passing the ion one time, being

scattered on the small angle and having hit the ion at return (Fig. 5) get into the
same vicinity. Impact parameter p, corresponding to these particles may be

found easy: p, =+20m. Analogous, there are particles, having accomplished
two, three etc. oscillations with impact parameters p,,p,,.... There will be
N=r, [vT e,

osc osc

/v of such groups of particles in all. In this case all particles
with p <p, in the long run prove to be in region P <p, .

The appearance of singularity in correlation function is the second important
feature of mapping (7). As mentioned above, all particles with impact parameters
p<p, are shrinking during the scattering to the region p<p, . It is interesting,

what the particles distribution before "the last" (i.e. in diapason [0,p,]) collision
is. To answer this question let us find the change of concentration (or, that is the
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same, the spatial density of the correlation function) in iteration of mapping (7)
from the law of conservation of number of particles:

npdpdz = npdpdz.
After conveying the old coordinate p through the new one p from mapping (7)
and using inequality p >p, (particles having not hit yet into the region [0, p,]

are considered) one can find:
p(P) =—(p+\/p +8an) ®

In particular, as one should expect, the concentration is practically stable at
large impact parameters p >>+/8an =2p, . Though there is a singularity in con-
centration (compare with Fig. 4):

= n(p)_(

plp +20m)’

n~ n—(atp<<p,) )

at small impact parameters.
The account of N >>1 particles spacings leads to the concentration distribu-

tion before the last blow like:
n=n,(1+alp), (10)

where the coefficient a =~ b, should be separated from the full mapping (includ-

ing for transverse beam fall).

The third feature of mapping (7) is the arising of stochastic dynamics. It was
already noted in previous point, that the dynamics of the scattering of particles
proves to be very difficult and stochastic in strong pumping field. Mapping (7)
demonstrates the same fact. Indeed, from one side, it is globally attracting'. From
the other side, the central part of the mapping is locally instable. As a result, in-
termixing of particles occurs. This is exactly one from stochastic dynamics crite-
ria. Coulomb center here is playing the role of "the organizer" of the compound
stochastic attractor.

An unusual feature of Coulomb attractor consists in permanent loss of parti-
cles due to the scattering on large angles. Particles having hit (due to the attrac-
tion to the ion at repeating oscillations at regular dynamics or due to Arnold dif-
fusion (stochastic "wandering" of particle at stochastic dynamics)) in small vicin-
ity of the ion experience the large-angles scattering and gather velocity
comparable with oscillatory one. As a result, they, from one side, leave the attrac-
tor area, but, from other side, give contribution to collisional current and, accord-

"1t is necessary to mention, that the hitting of the particle into the region p < ,/rmr,i

is accompanied with strong change of it's velocity and possible departure from the scatter-
ing area, so that mapping (7) is no longer suitable.
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ingly, to coherent radiation. Since at the scattering on large angels particles gain
velocity being directed contrary to the instantaneous oscillations velocity direc-
tion, one should expect the intense generation of the collisonal current and, re-
spectively, coherent radiation, increasing with the growth of the stochastic area,
i.e. with the increase of the pumping field intensity.

7. Experimental consequences

Let us discuss results of some experiments. It will be shown further, that in
regime of the strong field intensities of all plasma processes — Joule heating,
harmonics generation, formation of "tails" of fast particles — do not decrease and
depend weakly on the field polarization. We shall demonstrate results of known
experiments on interaction of the intense laser radiation with plasma, which may
be simply explained by the theory developed above.

Let us begin from the analysis of the efficiency of Joule heating and fast
electrons generation at collisions. In recent experiments with petawatt laser in
USA [16] with energy of a pulse till 50 J at duration 0.5-10 pc and radiation in-
tensity 10'*2' W/cm® at interaction with prepared beforehand plasma with con-
centration 10" cm™ it was discovered, in particular, that at such intensities the
heating of the bulk of electrons depends weakly on the field and, is determined,
in general, by only duration of the pulse of radiation. More over, it was observed,
that the interaction process is accompanied with generation of a comparatively
large number of fast electrons with the summary energy till tens percent of the
laser pulse energy. That is, it was found, that radiation is well absorbed and the

energy of fast particles is compa-
rable with the thermal energy of
the bulk. It is on this fact, practi-
cally, on which all further results
of this group and, seemingly, also
results of Japanese explorers [11]
on observation of fast protons and
neutrons at such interactions are
based.

From where fast electrons ap-
pear and why the absorption is so
noticeable? Authors either pro-
nounce general words about strong
turbulence or say cautiously about
the incomprehensibility of these
effects. Let us consider, that our
theory will predict. On Fig, 6 ex-
perimental results of several works
[11, 16] are depicted. Here the full
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Fig. 6. The comparison of experimental [11, 16]
and theoretical (dotted line) dependencies of hot
electrons distribution on impulse.
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line represents the result of our estimations for the number of fast electrons, nor-
malized on the square of concentration, in dependence on normalized electron
impulse pc. We see good coincidence in the range of energies of energies of fast
particles from tens keV till 30 MeV.

It should be noted, that authors [11] in their works say about the dependence
on the electrons energy. But we built the dependence on the product of impulse
and velocity of light. This one and the same for relativistic range of energy (at
intensities larger than 10'® W/cm?) but it is different in principle at small ener-
gies. Therefore, including of results [11] in graphics is a certain arbitrariness
from our side. We have done it, since, in the first place, only in this work one can
observe the dependence on plasma concentration. Besides, a simple erratum is
not eliminated.

The point is that authors use the scheme with multi-channel scintilator, in
which photons number in every channel at converting to visible radiation is in-
deed determined by the energy of every electron. But the number of having hit to
the channel fast electrons itself is determined by only their longitudinal impulse
(both in relativistic and non-relativistic cases). The point is that for hitting of
electron to the channel authors use the small-angles deviation of electrons in in-
terspace with magnetic field. But the small angle of deviation (the number of the
channel) in this case depends on longitudinal impulse only.

It is not difficult to estimate the Joule heating efficiency. With account of at-
traction effect the Joule heating, caused by the electrons-ion collisions, increases
monotonously with the field growth and in strong fields is determined by the
simple relation:

0 = 4nn’mv?

osc

(2v,,b2 In(r, /b

0sc~ os¢ osc

) +vbb. )- 1

That is, in strong fields it is really merely not dependent on the intensity (the lat-
ter one only determines the size of the area, occupied by the strong field, and
ionization degree) and, consequently, the temperature is determined by the pulse
duration only (Fig. 7, a). In particular, we get the temperature of the order of sev-
eral hundreds of eV indeed for experimental conditions [16].

° a) 10 xCOh b) 3 Q=1
s Our result 8 ° )
< :
g PN 4
s ! \ _ Traditional

i medels 2

1 —

V2 ~v2 Intensity of pumping 5 10 15

Harmonic number

Fig. 7. Qualitative dependence of the heating rate on the pumping intensity (a); the de-
pendence of the coherent radiation cross-section 7, on radiated harmonic number (b) for

different frequencies of the pumping field Q.
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One more group of experiments consists in observation of high harmonics in
rare plasma with strong laser field (see review [3]). Authors observe incompri-
hensibly high intensities of radiation on harmonics (till 11-13) of the basic fre-
quency at intensities of the order 10'® W/cm® Though in the beginning they pro-
nounced words about the strong turbulence, but for the last time one suppose,
that radiation is caused with harmonics in movement of separate electrons in
strong fields (the so called nonlinear emission of free electrons, the nonlinear
Thompson scattering). It seems to us, that this point of view is not justified.

Let us dwell in this question circumstantially. Indeed, in such strong fields
magnetic wave field becomes significant and every electron in the field of line-
arly polarized electromagnetic wave moves alongside the so called figure eight
curve [13]. That is, relativism is substantial and harmonics in movement of the
only electron are large. Nevertheless, in plasma, when on the wave lengths A
there are many electrons (in conditions of experiments n = 10" cm’ and

A* =107 cm™) at finding of the current density this effect is suppressed due to
modulation of electrons density (relativistic converting of scales). This effect is
known [13], but, seemingly, is forgotten for the present time. It is most easily to
illustrate it for our case of cold plasma in frames of relativistic hydrodynamics.

Really, supposing that the density of drift centers n, of oscillating electrons is
constant, one has for the density of transverse current in the wave field:

Jjo=env, . (12)
Here v, =efc Aexpi(wt —kx)-(1-v,/c). It is seen, that because of relativism

the spectrum of velocity enriches itself strongly. And what about the current
spectrum? From the equation of continuity

3—':+divj=0 (13)

we have n=n, / (1-v,/c). That is, the concentration proves to be modulated
also. Finally, one has for the density of current
Jj. =(e/c)nyA-expi(or —kx)! (14)

So, harmonics may appear only in orders n/n, . That is, the intensity of free

electrons emission on harmonics is very small.

And what collisions gives? For understanding not only the attraction effect
but also the bunching effect (p. 5) are very important. Since we convinced our-
selves, that electrons not only attract themselves to the ion but also are bunching
on the field phase, it is clear, that they can radiate noticeably on harmonics. On
Fig. 7, b the dependence of the coherent radiation cross-section ¥, , characteriz-

ing the coherent radiation intensity (for more details see [15]), on the harmonic
number is represented. This cross-section is the basic characteristics of the coher-
ent component of collisional current.

450



Note, that in case of isotropic drift distribution function of electrons only odd
harmonics are observed. From Fig. 7 one can see, that the coherent radiation
should vanish in weak fields (Q <<1) and at high temperatures (v,,. <v). The

most interesting fact is that the radiation should be observed with the same inten-
sity like at the circular polarization of the pumping field.

Conclusions

So, in strong fields in plasma basic energetic processes (Joule heating, fast
electrons generation, coherent radiation on harmonics of pumping) become more
intense. The basic parameter, determining the term strong field, is

38
eE? P/1016
1/Q.=14’mzzm4 le( Z‘/“) (A)>>1.

Here in dimensional estimation power is measured in W/cm® and wave length in
microns. It is seen, that if in laser range the field for terrawatt lasers is strong only
like minimum, than in microwave range the power may be substantially lower.
Important conditions of suitability of the model of pair collisions in strong
fields are conditions on pulse duration and plasma concentration. The condition
on pulse duration is obtained from the demand, that electron manage to oscillate
near the ion proper number of times. So far as only electrons with drift velocities
directed perpendicular to the pumping wave field give the basic contribution in
all integral characteristics, then it is enough the pulse to be of several periods.
Analogous, the condition on plasma density (more exactly the condition on how
much plasma is rare) consists in that the interaction volume at collisions to be
small in comparison with inter-particles volume (nV,, <<1). Taking into ac-

count, that the basic contribution in collisions the transverse scattering gives, and,
consequently, V, =b>-r _, for concentration one has the next estimation:

int v losc?

n<10°7? o*/2* JP . Here, as everywhere in estimations, the temperature is in
eV, frequency is in 10" rad/s, P in 10'® W/em?. 1t is seen, that in microwave
range this condition is sufficiently difficult to satisfy. More weak evaluation is
obtained for the boundary of correlations effects realization (7, <<r,, ). For this it
is enough n, <<9-102T/P/Z* cm™.

One more important question, which we are going to discuss, is why in
strong fields one may use the classic description? The matter is [14] that in force
of exceptionality of the Coulomb problem of scattering, where differential cross-
section both in quantum and classic problems are coincides fully, for suitability
of the classic description it is enough, that Debroyl wave length of electron, esti-
mated on oscillatory velocity, to be small in comparison with rg-dimensional
area, from which the scattering occurs. It is easy to see, that with the increase of
field this condition becomes more weak: P >>2-107° w*/Z*.
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In conclusion we shall notice, that because of the absent of room we have

discussed just initial consequences of collisions effects in strong fields. First of
all, very important questions about electrodynamic phenomenons in plasma in
strong collisions remain beyond the frame. The matter is that plasma in strong
field itself is essentially non-equilibrium media and the presence of coherent col-
lisional effects should (and it did exactly) lead to specific dissipative instabilities
in such media.

The work has been done due to support of Russian Foundation of Basic Re-

search (grants 01-02-16575, 02-02-06005).
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CYCLOTRON MASERS IN SPACE

V. Yu. Trakhtengerts, A. G. Demekhov, M. J. Rycroft'

Institute of Applied Physics, Nizhny Novgorod, Russia
'CAESAR Consultancy, Cambridge, UK

We review briefly the quasilinear and non-linear physics of cyclotron interactions between
whistler mode waves and energetic electrons in space magnetic traps such as geomagnetic
flux tubes or solar coronal loops. These interactions can lead to the generation of noise-like
emissions or phase-coherent discrete signals in the frequency-time domain. Recent results
on improvements in the theoretical understanding of such processes and on new observa-
tions of energetic electrons and whistler-mode waves in space are presented.

1. Introduction

It is customary today to call a generator or amplifier of electromagnetic
waves a maser (Microwave Amplification by the Stimulated Emission of Radia-
tion) if its operation is based on the stimulated emission of distributed oscillators.
Electrons and ions, rotating around an ambient magnetic field, are the oscillators
in so-called cyclotron masers (CMs).

There are two types of CMs in space, N
which differ considerably from each other. In
the Earth’s magnetgsphc?re the first type oper- -10 em-?
ates on open field lines in the auroral region at Paralsl \
heights between 10* and 10*km, in plasma slectric N
cavities where the plasma density is so low that ~ field
the electron plasma frequency is much smaller
than the electron cyclotron frequency. Here Adroral
auroral kilometric radiation (AKR) is gener- plasma
ated by energetic electrons in such a maser cavity
system (Fig. 1).

The specific feature of a space gyrotron
where AKR is generated is the presence of Fig. 1. Generation region of auro-
cold electrons whose number density is compa- ral kilometric radiation.
rable with the number density of energetic
electrons. A very important aspect of space gyrotrons is the inhomogeneity of
both the magnetic field strength and the plasma parameters, the detailed investi-
gation of which is an active field of research today.

The eigenmodes of these auroral CMs are electromagnetic waves with fre-
quencies close to the electron cyclotron frequency; the wave vector k is almost
perpendicular to the geomagnetic field B. These auroral CMs are rather similar to
a family of laboratory devices, termed gyrotrons. The operation of these devices
is based on the cyclotron interaction of electrons, moving along a homogeneous
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magnetic field through an evacuated region inside a geometrical cavity resonator.
A specific feature of a laboratory CM is the cyclotron interaction of a well-
organized beam of electrons rotating around a homogeneous magnetic field with
a monochromatic electromagnetic wave having a spatially fixed field structure.
As a rule, such an electron beam has a very narrow spread in particle energies
and pitch-angles. The investigation of such devices has a rich history, beginning
with the pioneering paper of Twiss [1] on the cyclotron instability. Very impor-
tant contributions both to the theoretical development of the subject and to the
design and construction of such devices have been made by the Gorky (now Niz-
hny Novgorod) group of scientists under the leadership of A.V. Gaponov-
Grekhov [2]. These generators now find a wide range of applications in the fields
of plasma experiments, controlled thermonuclear fusion, radar transmitters and
plasma and chemical technology.

The second type of CMs in space, either
electron or ion masers, operate along closed
magnetic flux tubes (Fig. 2) filled by a dense
cold plasma. For such CMs the electron plasma
frequency is greater than the electron gyrofre-
quency. In the Earth’s magnetosphere these
CMs function within the plasmasphere and in
filaments of dense cold plasma outside (and
sometime attached to) the plasmasphere.

Both types of CMs occur widely in natural
plasmas — they exist in the magnetospheres of
planets, in the solar corona and in the plasma
envelopes of active stars. Typical parameters

Fig. 2. Whistler and ion-cyclotron

masers. . :
of space CMs are summarized in Table 1.
Table 1. Parameters of space cyclotron masers
B, N, T., g, Wp, Veis Wh, Nw/N. lar, L
Gs cm™ eV st st st keV m m
Earth’s

magne- [5- 10°| 10* 1 8 10°|6 10°| 0 40 [10™-107°, 10° 10’
tosphere

AKR | 0.1 1 1-10 |2- 10°|6 10*| © 1-10 | 0.1-1 10* 10*
Sgﬁ' 20 [3-10°| 6 |3 10°| 10" | 10° 50 10° 10° 10°

The main focus of this review is on CMs of the second type. They are large
scale features of the planetary magnetospheres. Via single or multi-hop wave
propagation and amplification along geomagnetic flux tubes, they determine the
population (energy spectrum and pitch-angle distribution) of energetic charged
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particles distributed in space around the Earth. In other cosmic plasmas with
closed (dipole like) magnetic field lines, they can crucially influence the proper-
ties of energetic charged particles there too.

In many laboratory experiments, magnetic mirrors are produced by addi-
tional magnetic fields due to current-carrying coils at the ends of the device. In a
planetary magnetosphere or for a magnetic loop reaching into the solar corona,
the trap is caused by the dipole like geometry of the magnetic field. Such a mag-
netic trap, containing dense plasma, serves as a CM cavity, the high-energy frac-
tion of which is the active substance for the CM. The ends of the magnetic flux
tube, immersed in the planetary ionosphere, serve as mirrors for the electromag-
netic waves. The eigenmodes in space CMs are whistler or Alfven waves, which
possess one very important property; they are guided by the magnetic field. The
situation is similar to that in fiber optics when light is guided by dielectric fila-
ments. Cyclotron resonance occurs when the electric field of a circularly polar-
ized wave propagating through the plasma exactly matches the Doppler-shifted
cyclotron motion of a charged particle. It takes place whea the Doppler-shifted
wave frequency coincides with the particle gyrofrequency, and can occur either
for whistler mode waves and energetic electrons, or for Alfven (hydrodynamic)
waves and energetic ions.

CM operation is based on the cyclotron instability (CI), which is due to the
transverse anisotropy of the charge particle distribution function; this exists when
the effective temperature transverse to the magnetic field direction, 7, exceeds
the longitudinal temperature, Tj (the anisotropy factor o= T /Tj is greater then
unity). It is important to recognize that this anisotropy, with o> 1, is a natural
feature of adiabatic traps, because of the existence of the loss cone. This is the
region in pitch-angle space with values near zero, where the energetic charged
particles are lost through the ends of the magnetic trap by collision with atoms or
molecules of the upper atmosphere. There are many other causes of the trans-
verse anisotropy of energetic charged particles in space, such as magnetic com-
pression, charge particle transport within planetary magnetospheres, acceleration
by global electric fields, stochastic acceleration mechanisms, and so on. Most
sources supply energetic particles with a wide spread of energies and pitch-
angles. In space, as we shall see, the inhomogeneous magnetic field and broad
range of energies and pitch-angles radically change the wave-particle interaction
process from the laboratory case with its well-organized beam and monochro-
matic wave.

The theory of such space CMs, operating via a magnetic trap, was developed
in relation to two geophysical phenomena, namely natural ELF (from 0.3 to
3kHz) and VLF (from 3 to 30 kHz) electromagnetic emissions [3] and the
Earth’s radiation belts [4]. Early estimates showed that the intensity of ELF/VLF
emissions was very much higher than the intensity of thermal equilibrium emis-
sion from the Van Allen radiation belt electrons. The idea of quantitatively con-
necting these audio frequency radio emissions with the cyclotron instability (CI)
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of radiation belt electrons first appeared in 1963 (see below). The subject has
been actively developed in the succeeding four decades.

ELF/VLF emissions observed on the ground and in space alike include both
broadband noise-like electromagnetic emissions, such as hiss and quasi-periodic
noise bursts, and narrowband, or discrete, emissions having a quasi-
monochromatic structure. Among these are natural signals, such as successions
of rising frequency tones named chorus, and whistlers generated by lightning
discharges, as well as man-made signals from VLF transmitters propagating in
the whistler mode, and triggered VLF emissions from both natural and man-made
signals. ’

The CM theory to explain such observations developed in two practically in-
dependent directions. The first of these is based on a quasi-linear (QL) theory of
gyroresonant wave-particle interactions, which is valid for noise-like emissions,
when the electromagnetic field can be considered to be the sum of independent
wave packets with stochastic phases and a broad frequency spectrum. This radia-
tion interacts with the energetic particles as it does with particles in many energy
level systems. In such a situation the mathematical description of CM operation
is very similar to the balance approach applied to quantum generators [5]. In par-
ticular, as with quantum generators, the fundamental generation regime in CMs is
a relaxation oscillation, when both the wave intensity and particle flux are modu-
lated with a period depending on the properties of both the particle source and the
wave and particle sinks. The bandwidth of the oscillation, and hence the quality
factor, also depend on these source and sink properties. This is the basis of many
other wave generation regimes of CMs (e.g., periodic, spike-like and stochastic).
It leads to explanation of the different modulation phenomena in natural electro-
magnetic emissions and energetic charged particle dynamics.

The first. fundamental papers in the QL direction were published by
Trakhtengerts [6], Brice [7, 8], Andronov and Trakhtengerts [9], and Kennel and
Petschek [10]. These studies were based on the classical plasma physics of Sag-
deev and Shafranov [11], Zheleznyakov [12], Drummond and Pines [13], Vede-
nov, Velikhov and Sagdeev [14]. Important contributions to the development of
this theory in the Earth’s magnetosphere were carried out by Trakhtengerts [15,
16], Kennel [17], Gendrin [18], Tverskoi [19], Cornwall, Coioniti and Thorne
[20], Coroniti and Kennel [21], Roux and Solomon [22], Lyons, Thorne and
Kennel [23], Schulz and Lanzerotti [24]. The monograph by Bespalov and
Trakhtengerts [25] partly summarizes the state of QL theory.

The second direction develops a nonlinear theory of monochromatic wave
particle interactions, generalizing for the case of an inhomogeneous magnetic
field. Here the first paper specifically considering space (magnetospheric) plas-
mas was that of Dungey [26]. New experimental results from the VLF transmit-
ters at Russia and at Siple station, Antarctica, stimulating development of the
nonlinear theory, were published over a period of more than 25 years from 1967,
for a review, see Molchanov [27], and Helliwell [28]. The key idea about second-
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order cyclotron resonance as a generation mechanism for discrete VLF emissions
in the magnetosphere was first formulated by Helliwell [29]. Important and
original contributions to quantitative developments of this nonlinear theory were
made by Dysthe [30], Nunn [31, 32], Sudan and Ott [33], Budko et al. [34], Hel-
liwell and Crystal [35], Karpman et al. [36], Matsumoto et al. [37], Roux and
Pellat [38], Sagdeev et al. [39] and others. These theories are somewhat similar to
those of laboratory CMs in the case of a homogeneous magnetic field, but have
very important novel features when the magnetic field is inhomogeneous.

Both directions — quasilinear theory and nonlinear theory for monochromatic
waves — lead to explanations of certain phenomena, noise-like emissions in the
first case and triggered emissions in the second. Natural electromagnetic phe-
nomena, produced by CM operation and observed on the ground or in space, re-
veal the very interesting phenomenon that noise-like emissions may sometime
become quasimonochromatic signals, or vice versa. Thus, in some sense, disorder
produces order. The modern theory of a CM enables such a change to be under-
stood. This transition can be due to the appearance of a step deformation on the
distribution function at a certain velocity, when energetic particles interact with
noise-like emission. So, starting from noise-like emissions, we come to the situa-
tion when it is necessary to use the theory of monochromatic wave interaction
with a specific particle distribution, taking phase effects into account. The very
interesting backward wave oscillator (BWO) generation regime can then be real-
ized; wave reflection and positive feedback are organized in a BWO generation
regime via a particle beam whose specific properties are prepared by the noise-
like emission.

Below we present a more detailed description of the theoretical models for
space CM operation 21d discuss some results and perspectives of their laboratory
modeling.

2. The basis of cyclotron wave-particle interactions

The cyclotron resonance condition forms the basis of cyclotron wave-particle
interactions:

0-0, = kv, (1)

where ® and k are the frequency and wave vector of the whistler waves, k= |k |,
wg is the electron gyrofrequency, and vy is the field-aligned component of the
electron velocity. Further, the case of ducted whistler propagation is considered,
when k || B, B being the vector geomagnetic field. In an inhomogeneous mag-
netic field, wp, vy and k are functions of the coordinate z along the magnetic field
B. In accordance with (1) the electrons with different v interact with a given
wave (o, k) at different points along the magnetic field line. Electrons with paral-
lel velocities
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Iv"l <V = (0, = 0 ) Ko @)

do not interact with whistler mode waves; here wg; = wp (z = 0) is the gyrofre-
quency at the equatorial crossing of the magnetic flux tube whose Mcllwain pa-
rameter is L, Wy, is the maximum frequency in the spectrum of whistler waves,
kmax = k1(Wmax, 2 = 0). For the whistler cyclotron instability the spectrum of un-
stable waves goes up to a maximum value

0, = (l—a")coBL, 3

where o= T)/Tj is the transverse anisotropy of the electron distribution function,
T, and Tj are the mean energies of energetic electrons across (T,) and along (T})
the magnetic field line. The cyclotron instability (y > 0) takes place at the fre-
quencies M < Wy (3). The growth rate reaches a maximum value at 0, and af-
ter that decreases toward low freguencies due to the decrease of the number of
resonant electrons. In the case of a Maxwell distribution functlon with a tempera-
ture anisotropy, this number is proportional to exp[—vaL/(2T||)] where m is the
mass of the electron, and the resonance velocity vg, = (0 — wg;)/k;. In a suffi-

ciently dense cold plasma the maximum value of v is reached at the equator, and
equals [40]

Ve = 0.2(00— 1)—0)BL 4)

ncL
The corresponding optimum frequency for growth, w,, , does not depend on the
anisotropy coefficient o and is actually determined from the relation

[mvr/2T)]ope ~ 1. That gives

167n, L7|'|

O =05 /B, B = (in C.G.S. units), (5)

L
where ny; and n,, are the densities of the hot and cold plasma components in the
equatorial cross-section of the magnetic flux tube, specified by L. In the dense
cold plasma, B.>> 1, and pitch-angle diffusion prevails. In the case B« < 1, the
interval (2) actually includes all energetic electrons, and the cyclotron instability
becomes ineffective. In the Earth's magnetosphere the condition f. > 1 is fulfilled
inside the plasmasphere and in detached cold plasma regions.

Let us consider a quantitative example. For that we choose the L-value L = 4,
and the typical anisotropy o =3/2. For a dipole geomagnetic field we find
B, =500y (1 Y= =1 nT =107 Gs) and wyy/2n =~ 12.5 kHz. Putting 7j= 20 keV,
and n, =2-10% cm™ one obtains B«=7.7 and fop = Wop/2m = 1.7 kHz. This is a
typical frequency for VLF/ELF hiss on this L-shell [3, 44]. For moderate mag-
netic activity we take the flux density of trapped electrons S; =2-10" cm™s™
[57], which corresponds to ny = 3-107 cm™. The growth rate (4) under these
parameters is Ymay = 0.1 s™'. The important characteristic of the cyclotron instabil-
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ity is the one-hop amplification I' = 2yl/V,;, where V,, is the group velocity of
whistler mode waves. In our example I" = 0.12.

The quantitative description of cyclotron electron-whistler interactions, in-
cluding nonlinear effects, is based on the self-consistent system of equations for
the wave field and for the distribution function of energetic electrons. The equa-
tion for the slowly varying magnetic field complex amplitude b with frequency ®
and wave vector k || H can be written as

p] ] 2nV
(5+V83_Z) B cg‘]R’ ©)

where V, is the wave group velocity, Jg is the current of resonant electrons, obey-
ing (1), which has the form:

w0 o 27
Je=e[ [ [ulFe“v dody du,, )
00

where v, = u, € and v are velocity components across and along the magnetic
field B, v is the contribution to the whistler phase, which is related to the current
of cold plasma, dy/dt = -, dY/dz = k; w and k are connected by the well-known
dispersion relation: k = ((o,/c)u)" X — )2, where w, is the electron plasma
frequency.

The distribution function in (7) should be found from the collisionless kinetic
equation; this is equivalent to solving the nonlinear equation of motion for an
energetic electron. Sometimes (for an analysis of the linear stage of the cyclotron
instability and for a quasilinear approach) it is convenient to present the distribu-
tion function F in the form of a Taylor series:
oF oF

AV +—Ap+ ..., 8)

F=F+—
o’ ou

where F is the slowly varying part of F, Av* and Au are given by the solution of
the charged particle's equation of motion, v is the modulus of the velocity,
u = sin’® B(z)/B,, and ¥ is the pitch-angle (the angle between velocity v and
magnetic field B). Further, we shall use equations (6)—(8) for a description of the
different cases of cyclotron whistler-electron interactions.

3. Quasilinear approach

We shall start from the quasilinear description of whistler-electron interac-
tions, which is valid for noise-like electromagnetic emissions and a smooth ve-
locity dependence of the averaged-over-a-wave-period distribution function F .
ELF/VLF noise-like emissions, so called hiss, are actually observed in the mag-
netosphere and they are the subject of our considerations in this section.
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In the case of a smooth distribution function F we can use the presentation
of a full distribution function F in the form (8). In the quasilinear approach the
iteration procedure uses (8) and averages over the phases of waves to give the
diffusion equation for F, which takes wave-particle interactions into account
[40, 41]. The substitution of (8) into the field equation (6) permits us to obtain
the wave energy transfer equation in a standard form with the growth rate v,
which depends on F (see below, (10)).

This system of quasilinear equations is rather complicated, especially if we
take into account the magnetic field inhomogenity in the real system. We use
some simplifications, which are based on the following considzrations. First, it is
possible to average the initial equations for the electron distribution function F
and the spectral energy density €, of whistler waves over the period of the oscil-
lations of particles and waves between reflection points, taking into account a
small change of F and €, on these time scales (see the quantitative example,
given in Section 2). Secondly, we consider the case of a sufficiently dense cold
plasma, when 0, << Wz, and only pitch-angle diffusion has to be taken into
account. Details of the calculations can be found in [40, 41]. The resulting system
of quasilinear equations takes the form (omitting the bar over the F ):

oF oF 10 oF

T4V, —=——puD—+1-8F, 9
EY Ly T, aul-‘« au"' )]
0g o€

o Ve g = V)Ea (10)

where F is the distribution function of energetic electrons averaged over the pe-
riod of the electron oscillations between magnetic mirror points T, = 4>dz/ Y €
is the spectral energy density averaged over the period of wave packet oscilla-

tions between ionospheric mirrors 7, =(j.>dz/v r is the radius vector of the

g 9
equatorial cross-section of the particular flux tube in the magnetosphere, Vp; and
V,. are the drift and group velocity components in this cross-section, respec-
tively, I is the energetic particle source, and the term 8F describes the electron

losses through the loss cone:
52 v/l 0<p<p,
1o u>u,,
where W, = B;/B, specifies the loss-cone boundary, By is the magnetic field at the

foot of the flux tube on the Earth's surface, and v characterizes the wave losses in
the ionosphere:

v=|lnR|/T , (12)

1D

where R is the reflection coefficient of a downcoming whistler mode wave.
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The self-consistent character of this system of equations is determined by the

dependence of the diffusion coefficient on €, and the growth rate y on F; these
are:

D= J'K 1, v, w)e, do, (13)

OF o o
o 0y

where K and G are known functions of the arguments, and the integration limits
depend (in the general case) on u and v for D and on o for y [40]. In the case of a
sufficiently dense cold plasma, these dependencies can be neglected.

On the basis of the system of equations
(9)—(10), the formation of the electron pre-
cipitation pattern can be considered during
the main phase of a magnetic storm. This
phase is accompanied by the injection of en-
ergetic particles on the night side of the mag-
netosphere and their drift to the morning
(electrons) and evening (proton) sides. At the
same time erosion of the plasmasphere takes
place, with the formation of an extended
tongue of dense cold plasma, as shown in
Fig. 3. Precipitation occurs where the ener- 00
getic particles come into contact with the Fig.3. Precipitation zomes of
plasmapause or detached plasma region. In energetic particles in the Earth
the case of electrons there are two such mMmagnetosphere. lons and electrons

. . . . drift westward and eastward, re-
zones: one is on the morning side, and the .

. . spectively.
other in the afternoon. This process of cyclo-
tron whistler-electron interactions, when energetic particles come into a region
with enhanced cold plasma density during their magnetic drift in longitude, can
be described quantitatively on the basis of the stationary system (9/d¢ = 0) in (9)—
(10). Such a solution was obtained in [42, 43], which permitted the authors to
explain quantitatively many peculiarities of the electron precipitation pattern dur-
ing the main phase of a magnetic storm.

Y= IG(H,V@)( ]v3 dv du, (14)

4. Generation of discrete emissions

There are two major groups of discrete ELF/VLF emissions — triggered emis-
sions and chorus. As a rule, triggered VLF emissions have a definite source,
which is a quasimonochromatic whistler packet, generated either by a ground-
based VLF transmitter or a lightning discharge. Triggered signals are classified
by their spectral forms and can be risers, fallers or hooks. Chorus are perhaps the
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most mysterious ELF/VLF emissions in the magnetosphere [45], with no obvious
source and consisting of a succession of rising tones. The period here can be
much less than the bounce period of energetic electrons between magnetic mirror
points or the period equal to the group delay of the whistler signal between con-
jugate ionospheres. The characteristics of these signals — a narrow dynamic spec-
trum, a very large growth rate, and a succession of similar signals — cannot be
explained in the frame of quasilinear theory, which has been used in the previous
section in relation to hiss emissions. It is clear that discrete emissions must be
generated by well-organized beams of electrons. In the case of triggered VLF
emissions, such beams appear as a consequence of electron acceleration in the
field of a quasimonochromatic whistler wave. In this case a well-organized,
bunched electron beam with a delta-function distribution over the field-aligned
velocity component vy appears at the back edge of a whistler wave packet. Mov-
ing in the inhomogeneous magnetic field this beam generates the secondary
whistler wavelet, and the task of theory is to explain the intensity and the fre-
quency spectrum of this wavelet.

In the case of chorus emission the situation is more complicated: visible
causes for the appearance of well-organized electron beams and for the formation
of a succession of separate elements are absent. The frequently close connection
of chorus with hiss, which serves as a lower-frequency background for the chorus
elements, indicates that hiss plays an important role in chorus generation. Indeed,
the calculations in [46] showed that a singularity in the form of the step on the
distribution function of energetic electrons is formed during the process of cyclo-
tron instability development. This step serves as a boundary in velocity space
between resonant and nonresonant electrons. When the nonresonant region is
small, as is so in a sufficiently dense cold plasma, this singularity can be ne-
glected and we deal with hiss generation. In the opposite case the steepening of a
step leads to a major change of the cyclotron instability, which moves into a hy-
drodynamic stage, when phase effects are very important. Qualitatively the sharp
step behaves as a delta-function: a discrete emission is generated and a new, so-
called backward wave oscillator (BWO) generation regime [47] is realized,
which can explain the succession of chorus elements (see below).

A quantitative approach to these problems is based on the same system of
equations (6)—(7), but in this case phase effects leading to a bunching of the elec-
trons must be taken into account; the quasilinear approach, based on phase mix-
ing, is clearly not valid. In the general case the system of equations (6)—(7) is
very complicated. Under certain assumptions they are used in computer simula-
tions. Further, we shall review some general analytical results, which follow from
an analysis of the system of equations (6)—(7). They include two principal as-
pects. The first is the second order cyclotron resonance condition, which deter-
mines the frequency spectrum of the discrete emission, generated by the electron
beam in the inhomogeneous magnetic field. The second is the transition of the
cyclotron instability to the BWO generation regime, which corresponds to the
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absolute instability development (without mirrors for waves) and which is very
important for chorus generation.

5. Second order cyclotron resonance effects
and the generation of triggered VLF emissions

We start from the linear problem of whistler wavelet generation in an inho-
mogeneous magnetic field by an electron beam whose velocity component along
the magnetic field V.(z, #) is a known function of z and # (z is the coordinate along
the magnetic field and ¢ is time). By a wavelet we mean that the whistler fre-
quency is changing with time and position coordinate. Such a formulation corre-
sponds, for example, to the generation of a triggered emission by a well organ-
ized electron beam, ejected from the back edge of a pump whistler packet, in the
case when the secondary emission does not really influence the beam velocity.
Further we take the initial distribution function of beam particles over v in the
form of a step. The calculations show [52] that in the case of a d-function the
results are similar. We discuss the difference between the §-function and step-
function later in this section.

Substitution of the step-function instead of F(W, I, ¢) into equations (6)—(7)
gives us the following system of equations for the wave magnetic field complex
amplitude b and the resonant current [53]:

ob . ob .

(5—V58—2)=a,(1+10), (15)
3j 3j o

(im(z,t)biz}azmm-], (16)

where j = JB‘3’2, Jo= B3’2j0 is the current of phase-bunched electrons, produced
by the initial wave, A=w+kV.—wp, V. is the velocity of the step,
o= (2an/c)B3’2, and the coefficient o, is given in [53]. For a wavelet of rela-
tively small amplitude it is possible to write the solution of equations (15)—(16)
in integral form:

4
b(&m)=a, [ js (&) exp[T(£,Em)] d&’, 17)
where
[ n
ReT(E,E ) =00, ] | cos(f<1>(n’,&’) dn’] dn’ dt’, (18)
&0 (&) v

is the amplification, @ = (V,/(V, + V.)) A, and the variables  and 1 are connected
with z and ¢ by the relations:
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¢ de ¢ dZ
=t+|——, E=|—-= -t (19)
e e

In the solution of (17) the frequency of the wavelet generated is a function of
and defined from the condition of the maximum value of |b(&, n)|. The integra-
tion in (17) can be performed with the help of the stationary phase method (see
[53]), and the evaluation of max|b| actually gives us the second order cyclotron
resonance condition, which can be written as:

oMk EMY.©)-0,Em)]-=0 0

This condition must be fulfilled together with the first order cyclotron resonance
condition (1). The relations (1) and (20) therefore determine the dynamic spec-
trum a(z, t) of the discrete emission. Calculations show that the second order
cyclotron resonance condition (20) is the same in both cases of a step-function
and a §-function, but the maximum values of |b| are different. In the paper [53]
some examples of fallers and risers obtained on the basis of (19)—(20) are given.
These signals can be generated by electron beams, which are produced by long
and short whistler pulses respectively.

In the above estimations of the spectral form of the secondary whistler wave-
lets we did not take into account the nonlinear change of the beam velocity under
the influence of the emitted waves. In the frame of our approach this could be
taken into consideration by adding the energy conservation law to equations
(19)—(20) in order to describe the slow change of the beam velocity under the
action of the waves.

In another limiting case, when a nonlinear change of the beam velocity pre-
vails, it is possible to derive the second order cyclotron resonance condition from
the nonlinear equations, describing the motion of a single electron in the inho-
mogeneous magnetic field in the presence of a whistler wavelet, as was done in
[32, 54, 55, 56]. The maximum energy exchange between the wavelet and the
electrons takes place under the condition [55]

2
3VR_le 00, 20+w, de|~0.2_0‘8‘ @1
Wy | 0z © dr

1
|S|-5§’27

where Vr = (0— wg)/k is the cyclotron resonance velocity from (1), and Q,, is
related to the magnetic wave amplitude b by

eb 172
Q,=| kv, = | . (22)
mc

When the initial beam velocity is constant (i.e. it does not depend on z and ¢) the
condition (21) corresponds to the maximum value of the nonlinear wavelet am-
plification; it determines the dependence of w on z and ¢ (together with (1)). Ac-

464



tually, the relation (21) corresponds to the second order resonant condition in the
other limit, when the nonlinear change of the beam velocity prevails.

6. Generation of chorus emissions

As was noted above, in the case of chorus we have no obvious source of a
well-organized electron beam, which is necessary for the generation of discrete
emissions.

The solution of this problem seems to lie in some features of the quasilinear
relaxation of the cyclotron instability, which lead to the appearance of singulari-
ties on the electron distribution function, in particular, a step-like deformation.
Figure 4 shows the results of a computer simulation of the nonstationary system
of equations (9)—(10), when d/0r = 0. The formation of a step on the distribution
function F during the development of the cyclotron instability is clearly seen,
together with a sharp increase of the growth rate and the wave intensity.

On the morning side of the magneto-
sphere, the cold plasma gradient at the plas-
mapause is generally rather smooth or the
plasmasphere may be somewhat irregular in
structure. In this case the number of nonreso-
nant electrons is not small and the role of the
step-like deformation of the distribution func-
tion can be very important. It leads to a crucial
change of the character of the cyclotron insta-
bility and to the appearance of a new genera-
tion regime with discrete emissions.

Some quantitative results on chorus gen-
eration by the electron beam with a step-like
distributiun function can be obtained from the
system of equations (15)—(16). In the case of
chorus generation, the external current jp is
absent (an initial whistler wave of large ampli-
tude is absent) and secondary whistler waves
grow from spontaneous noise. In comparison
with the previous case of a triggered emission,
we consider now the more common case when
the beam density can be large and, generally
speaking, the splution (17) is not valid. . Fig. 4. The dependences of the

The solution of the system of equations gain T and the whistler energy
(15)—(16) in the case when A depends on z iS density € on the sine x of the
rather complicated. Following [47] we shall equatorial pitch angle at different
consider the simplified homogeneous length- times (from [46]).

£
2
£
d
q

2 — 8287 465



limited model. The length [ of this system is determined from the phase mis-
matching condition:

72 || =”ﬂm —w-kV,|
Irdz_f BV

-/2 7 max max

n
dz<s—, 23
5 (23)

where V,, is the velocity of the step and wg — @ — kV ., = O at the equator, z = 0.
In the case of a dipole magnetic field we obtain from (22) (see [29, 47]):

1=(RL1k)", (24)

where Ry is the Earth radius, and L is the parameter of a geomagnetic shell. In
such a formulation we are actually dealing with a Backward Wave Oscillator
(BWO) of length /, in which the phase (and group) velocity of the whistler waves
is directed against the beam (step) velocity. The difference between a classical

laboratory BWO device and the

) s magnetospheric BWO generator

(AN NN o s o the different distibutions
1 v L iy of energetic electrons over ve-
z==1/2 :=1/2 locity — a 3-function in labora-

tory devices and a step-function
in the magnetospheric BWO.
The linear stage of the BWO
generation regime in the case of a step-function is described by the system of
equations (15)—(16), where in our approximation jo= 0, A = constant, and the
interaction region is Az < [ (Fig. 5). So we have:

db ob

Fig. 5. Scheme of backward wave oscillator

+v. Z=q,j, 25
o e 23)
Jj 9 .. .

é—mmé—mq=aﬁ (26)

The system of equations (25)—(26) should be solved with the following boundary
conditions:

z=1/2: b=b,, j=0, R=0;
@7
z=-1/2: b=b R=0,

ent ®

where by is the wave amplitude at the entrance (or exit) of the interaction
region, and R is the wave reflection coefficient in the ionosphere. The BWO gen-
eration regime corresponds to the transition in the system (25)—(27) to the abso-
lute instability, when the amplification coefficient I = b,,/b,,, goes to infinity.
Actually, the equation I'"" = 0 determines the transition to the BWO generation.
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Putting b, j ~ exp(—i€t), it is easy to find the threshold and the growth rate
Yewo of the absolute instability, corresponding to BWO generation. In the optimal
conditions, A = 0, and we have from the condition I = 0:

l R 1\
Yawn ="7(Vg v ) (- fa)s 28)

1/2

where g = pwg;/(V, Vimax)Yo P is the step height, g, =7/2l, and Yy, is the growth

rate (4) for the smooth distribution function. In conditions when (q,,,,/q)“2 =05
and 1-q,,/q = 0.25, the ratio

Yewo _ 3pog ! )
Yo 16(V +V,)

We now make some quantitative estimates. We take the same parameters as in
Section2: L = 4, ng, =2+ 10> cm™, and B. = 7.7. In this case k= 1 km™ and the
interaction region length [ = 10’ km. In the case << g we have V, = 20k,
Vimax = Wg/k and g = (pk*/w)yo. Putting p = 0.3, o= 10*s™ and yo = 0.1 we find
g=310%km? and ¢”=1.7-107km™. On the other hand ¢'? =m/2l=

thr
=1.57-107 km", that is the BWO threshold is achieved for Yy, = 0.1, which corre-
sponds to the electron flux density S, ~ 2:10" cm™ 57\, If we take (q,,,,/q)”2 =2,
we find from (28)—(29) that Ygwo ~ 40 s and Yewo/Yo ~ 102. Thus the transition
to the BWO generation regime is quite possible.

We shall now consider some qualitative effects which follow from the simi-
larity of the physical process in laboratory BWO devices and in the magneto-
spheric BWO generator. According to [58] the generation regime in a laboratory

BWO device becomes periodic when the parameter g reaches some bifurcation

value: g, =2q),’. We can expect a similar bifurcation in our magnetospheric

(29)

case. The periodic regime means that the generation of waves takes -plice in the
form of a succession of separate pulses, with the succession period being equal to
[58, 59]:

T, =151(V," +Voh ) (30)

where [ is determined by the relation (24). The magnetic field b of the waves can
be estimated from (22), if we use the relation, which follows from the analysis of
the absolute instability [60],
Q 32

P (€29)

Yewo 3T
Here Ypwo is determined from (28) under the condition that (q,,,,/q)”2 = 2, which
corresponds to the threshold for the periodic BWO regime.

Now it is possible to summarize this theoretical model of chorus generation
as follows. Energetic electrons drift into the generation region (a detached cold
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plasma region or the plasmapause) in the process of their magnetic drift in longi-
tude. After that the cyclotron instability switches on and quasilinear relaxation
begins, which prepares the transition to the BWO generation regime. According
to [59] the duration of this stage is Tqr ~ 3 to 10 s. That is in accordance with the
supermodulation period of chorus intensity, which is seen in experimental obser-
vations [45]. After the formation of a step-like deformation on the distribution
function the fast stage of chorus generation occurs, with a total duration on the
local magnetic flux tube At > T;. The period between successive chorus elements
is determined by (30) and, for our example (L =4, V, = 2-10* cm/s), is equal to
Ty ~ 0.1 s. The chorus magnetic field amplitude b can be estimated from (31) and
(28). In the case w/wg, =0.3, (q,,,,/q)”2 =2 (the threshold for the periodic re-
gime), Yswo ~ 50 s and b ~2 my. All these values for T, b, and Ygwo are in
satisfactory agreement with experiment. More detailed comparison with experi-
mental data can be found in the paper [59].

7. CM in the solar corona

An important specific feature of the solar corona is the presence of magnetic
field-aligned filaments, called prominences, with a very dense and cold back-
ground plasma. The processes related to solar activity lead to filling these fila-
ments with energetic charged particles. The most popular mechanism of charged
particle acceleration in the solar chromosphere and corona is the magnetic recon-
nection and magnetic compression, which, under the conditions in the solar co-
rona, can be accompanied with further cooling of background plasma [62]. Such
dense and cold plasma determines high threshold of CI in solar magnetic loops
due to the damping of whistler waves related to electron-ion collisions. This
threshold can be written as [61]

Yo =02(a—1) by, > -2y . : (32)
cL BL

Here yc is the CI growth rate (4), the collision frequency v,; is equal to
v, =50n,T>"?, (33)

where n,; and T, should be measured in cm™ and degrees K, respectively.

It is clear that the high threshold (32) makes it possible to accumulate in the
compresses magnetic flux tube large energy in the form of energetic particles
(electrons). After the CI threshold is achieved, the instability develops explo-
sively due to the heating of the background plasma by the whistler waves, i.e.,
increase in T, in (33). The CI starts in the central ("equatorial") cross-section of
the magnetic flux tube, where the threshold (32) is minimum. Therefore, the re-
gion heated by the waves is very strongly localized. As a result, two important
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processes develop: precipitation of energetic
electrons in the dense solar atmosphere, similar
to the energetic electron precipitation in the
Earth’s radiation belt, and formation of a ther-
mal shock propagating from the "equator" in
beth directions along the magnetic field line.
These processes are shown in Fig. 6.

The quantitative theory of these eruptive
processes was developed by Trakhtengerts [61].
It was shown that, under certain conditions, the
kinetic energy density of plasma in the heating
region can exceed the magnetic energy density.
In this case, solar mass ejections to the
interplanetary space can occur.

Quantitative estimations made in [61] demonstrate the possibility to relate
certain class of eruptive phenomena in the solar corona to the CI of the solar ra-
diation belts, briefly described above.

Fig. 6. CM in solar corona

8. Laboratory modeling of space CM

Studies of CI in application to space and laboratory plasmas developed inde-
pendently. In 1965-1990, CI development has been observed in several labora-
tory experiments with magnetic mirror traps [64—68]. The process was character-
ized by spike-like precipitation of energetic electrons through the mirror plugs,
accompanied with bursts of electromagnetic emission at frequencies below the
electron gyrofrequency. The authors of these experiments were able to relate the
observations to the CI, but they did not attempt to explain temporal characteris-
tics of the spike-like CI development. Self-consistent models allowing one to do
that were most actively depeloped for space CMs (see the previous sections).

On the basis of these approaches it was suggested in [69] to design a CM
with background plasma that uses one of the nonlinear mechanisms of spike-like
wave generation in plasma magnetic traps. It was noticed in [69] that for labora-
tory plasma experiments, besides the growth rate increase due to the modification
of the distribution function and the decrease in damping rate due to the heating of
background plasma by the generated waves, there exists one more mechanism of
positive feedback leading to spike-like generation. This mechanism is related to
the conditions of wave reflection from the trap ends, which are absent in a labora-
tory device with smooth distribution of cold plasma along the external magnetic
field if ® < w,. Since w < wp for the parallel-propagating waves, they can be ef-
fectively reflected by the device walls only if ®, < ® < wp. This condition can be
met in the process of plasma decay, and further decrease in ®, and, hence, in-
crease in the reflection coefficient, can be accelerated by enhanced losses of en-
ergetic electrons due to the interaction with the generated waves.
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Following [69], an attempt to interpret all above-mentioned laboratory ex-
periments using a unified approach was undertaken in [70]. It was shown that,
indeed, the nonlinear mechanisms discussed above can be successfully applied to
the laboratory experiments.

Space cyclotron masers have many similarities w1th laboratory magnetic
traps, since their regimes are determined by the same set of basic linear and
nonlinear mechanisms. On the other hand, space and laboratory plasmas have
very different parameters and, hence, the maser regimes can exhibit not only
quantitative but even qualitative differences. Therefore, comprehensive studies of
such regimes in both space and laboratory experiments and cross-comparison of
the results will allow us to achieve deeper understanding of plasma dynamics in a
wide range of parameters. Table 2 summarizes the parameters of laboratory ex-
periments which could help in modeling different aspects of space CMs.

Table 2. Parameters of laboratory experiments for modeling space cyclotron
masers. Two upper rows show parameters of facilities actually used for this purpose
at IAP [71, 72], while two lower rows represent desired setups

B, N, T., o5, | ®p Vei, Wi, | NiNe | la, | Leps
Gs | em® | ev st st st keV m m
10* | 10 | 300 | 2-10"]5-10" | 10° 10 107 2 02
WCM
(magnetosphere)
100 | 10" 5 |210°|510°] 510°] <0.1 | 102 | 0.2 1
G(Y‘{I‘;‘I'{‘;“ 10t |10 | - 2104100 - | 10 {or-1] o1 | o1
(SOI;CCI:)’:W) 10* [310*] 1 |210m] 102 | 100 | >1 [3107] 002 | 02

The first row in this table represents the experiment recently started at IAP
and specifically aimed at detailed study of nonlinear dynamics in plasma CM.
Some preliminary results of this study are summarized in [72]. The hot-electron
. population (~10 keV) with anisotropic velocity distribution is produced in the
trap by the electron-cyclotron resonance discharge. Quasi-periodic spikes of pre-
cipitated energetic electrons are detected by the current pulses produced by these
electrons hitting pin-diode detectors at the ends of the trap. Associated with these
spikes is the electromagnetic emission propagating quasi-parallel to the magnetic
field. The emission spectrum is bounded from above by the frequency which is
below the electron gyrofrequency in the central cross-section of the trap. The
electron precipitation mechanism was identified as the turbulent diffusion at
whistler-mode waves generated by the cyclotron instability of the energetic elec-
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trons. The spikelike regimes observed in experiment can be consistently ex-
plained in terms of electron cyclotron maser theory. More detailed description of
these results and further studies will be the subject of future papers.

9. Conclusions

The theory of cyclotron masers in space has united successfully many
achievements of the modern physics of plasmas and electronics. It turns out well
to explain on this basis many features of wave-particle interaction in the plane-
tary magnetospheres and in the solar corona. At the same time CMs in space
have emphasized many new problems, which demand new approaches both in
theory and experiment.

Among these problems are the role of background plasma in formation of
CM eigenmodes, the energy exchange between the hot and cold plasma compo-
nents, influence of the magnetic field and plasma inhomogeneity on the spectrum
and dynamics of wave generation. To our mind, the most important problem is
transition from noise-like to discrete emission, which testifies formation of
phase-bunched clusters in the phase space.

The solution of these problems is in the further development of experimental
and theoretical investigations. The theoretical models should include the sophis-
ticated computer simulations to be closed to the real situation. The laboratory
modeling seems to be very important and fruitful. But it is borne in mind that the
modern problems of CMs in space demand for its solution extremely high time,
space, and phase-space resolutions in particle and wave measurements.

Some problems can be solved now only in natural experiments. This is true
for the measurements of the phase-space fine structure as well as investigations
of ion CMs with their tremendous scales. The special space project "Resonance”,
aimed at solution of these and other problems of CMs in the Earth’s magneto-
sphere, is now under joint development. This project is funded by RASA and
performed by the Space Research Institute (IKI), Institute of Applied Physics,
Lavochkin Association, and several other Russian institutes. The international
cooperation for the first phase (A) of this project has been supported by INTAS.
Within the framework of this project, it is planned to launch a satellite on a spe-
cial so-called magneto-synchronous orbit. Moving along this orbit, the satellite
can provide the long-term measurements in a fixed magnetic flux tube, which are
crucially important for studies of ion CMs. Moreover, the satellite will be
equipped with precise charged-particle detectors for the measurements of phase-
space fine structures.

We believe that the further joint space and laboratory experiments bring es-
sential progress in investigation of CMs in space.
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CLASSICAL PLASMA ANALOGS
OF THE ELECTROMAGNETICALLY INDUCED TRANSPARENCY
AND LASING WITHOWT INVERSION

M. D. Tokman, A. G. Litvak, M. A. Erukhimova, A. Yu. Kryachko
IAP RAS, Nizhny Novgorod, Russia

The parametric effects of Electromagnetic Induced Transparency (EIT) and Lasing With-
out Inversion (LWI) have been recently very popular in the quantum electronics. In this re-
view construction of classical models of these phenomena is described. On the basis of
these models some EIT and LWI analogies for electromagnetic waves at the frequencies of
electron-cyclotron resonance in plasma and electron beams are considered. The possibili-
ties of application of these effects in plasma physics and classical electronics are discussed.

Introduction

The investigation of the interaction of electromagnetic waves with multi-
levels quantum systems placed in so called coherent states has been paid consid-
erable attention during last few years. The most popular examples of such effects
are Lasing Without Inversion (LWI) [1] and Electromagnetically Induced Trans-
parency (EIT) [2], as well as tightly connected with EIT “deceleration” [3] and
“stopping” of the light [4, 5]. The interest to these effects was caused not only by
their possible applications (see [1, 2, 6]), but also by their association with fun-
damental aspects of the physics of radiation-medium interaction. In these proc-
esses the dissipative and dispersive properties of resonant medium are cardinally
modified during the interaction with radiation that does not substantially change
the distribution of populations among quantum levels. So the reason why the
realization of LWI and EIT is possible is that the properties of the interaction
between non-monochromatic radiation and resonant quantum transitions are not
always unambiguously defined by the population distribution. There is certain
similarity of radiation processes in ensembles of quantum and classical electrons-
oscillators [7, 8, 9]. It drives us to the assumption that the system of classical
particles with negative-going energy spectrum in the resonant region can be pre-
pared in such conditions that the stimulated emis-
sion or propagation of electromagnetic waves |3>
without absorption becomes possible. This par-
ticular aspect of electrodynamics of plasmas and (032
electron beams is the main object of this review,
although we shall make further a brief mention of j |2>

the corresponding peculiarities of quantum proto-

types of the classical systems considered here.
Basic theoretical model in investigations of

these effects is so-called A-scheme (see Fig. 1).  Fig. 1. Three-level A-scheme
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The A-scheme consists of two high-frequency (HF) electromagnetic waves with
frequencies close to the resonant frequencies of transitions |3)-|1) and |3)-|2), pa-
rametrically coupled by means of oscillations (quantum coherence) at the low-
frequency (LF) transition [2)-|1). The LF coherence can either be created by the
external resonant LF driving field or be caused by two HF waves. In the second
case the situation considered usually is a kind of resonant scattering (for more
detail see [1]), when one of HF waves is the driving field, the other one is the
probe field. In the LWI regime the bichromatic radiation or HF probe wave (in
case of resonant scattering) can be amplified in the absence of inversion at any
transition of A-scheme. In this process the electrons’ energy is transmitted to the
energy of electromagnetic field. Strictly speaking the effect of EIT is the thresh-
old of LWI, but the resonant scattering regime of EIT is especially interesting
due to the specific characteristics of the probe wave propagation (see [2—6]).

For the first time the classical analogs of quantum coherent mediums were
proposed in papers [10, 11] (the systems like the optical klystron) and in [12]
(parametrical interaction of waves in the isotropic plasma). These works were
further developed in [13] (LWI) and [14] (EIT). But the systems proposed in
these papers can be considered as classical analogs of corresponding effects in
three-level systems only with great reserve because there are neither typical for
quantum systems parametrical coupling of electromagnetic waves of different
frequencies nor equally typical resonant interaction between electromagnetic
waves and medium.

The system found as a direct classical analog (or system completely equiva-
lent to the initial quantum systems with relation to the electromagnetic field be-
havior) is the parametric interaction of waves in ensemble of electrons that are in
cyclotron motion in magnetic field. The classical analog of the simplest case of
LWI (A-scheme with LF coherence prepared beforehand) found in [15] is the
cyclotron parametric instability of two harmonics of gyro-frequency, coupled by
the preliminary modulation on gyro-rotation phases at the beat harmonic of elec-
trons distribution function. (The three-level block equivalent to the A-scheme
turns out to be a part of the Landau levels system that describes the motion of a
quantum electron in a magnetic field). The peculiarities of wave propagation cor-
responding to the EIT effect were theoretically found in [16, 17] for electron-
cyclotron wave in cold plasma, coupled parametrically with electrostatic wave by
means of electromagnetic driving wave. These investigations were developed in
papers [18-20] (LWI) and [21, 22] (EIT).

In the first part of this review the main traits of LWI effect in classical sys-
tems are considered by the example of the “inversionless” cyclotron maser. In the
second part the hydrodynamic theory of EIT effect for the electron-cyclotron
waves in high-temperature plasma is presented.
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1. “Inversionless” generation of cyclotron radiation

1.1. Phenomenological treatment of the LWI effect

The effect of “inversionless” amplification in the simplest quantum LWI sys-
tems (which are constructed on the basis of A-scheme with LF coherence pre-
pared beforehand) as well as in their classical analogs is per se the process of
parametric interaction of coherent HF modes in the modulated electron medium.
Such interaction under certain conditions leads not to the transfer of energy from
one mode to another, but rather to the amplification of both waves. The electron
ensemble at the same time is “inversionless” in the sense that it is stable with
respect to the generation of each wave separately (if for example the propagation
of the other wave is forbidden by external electromagnetic conditions).

The parametric interactior of two HF waves in a medium with modulated
electrodynamic characteristics can be described in the simplest case by the fol-
lowing truncated equations [23]:

{[315, +1,E, = 8¢E,,

B,E, +v,E, = -8¢'E,
where E, , are the complex amplitudes of waves with frequencies and wave vec-
tors @, and k5, O€ is the complex amplitude of the perturbation of electrody-
namic parameter of the medium with frequency Q = w,—w, and wave vector
K = k;—k,, the constants 3;, B, are determined by the linear dispersion of the
waves, and the quantities Y; , describe the linear dissipation. Simultaneous ampli-
fication of two HF modes in the system (1) is possible only if the coefficients 3;
and B, have different signs. This well-known case corresponds to waves whose
energies have different signs. For positive-energy waves simultaneous amplifica-
tion of HF modes occurs with a sign change on the right-hand side of one of the
equations (1) or with the pre-multiplication of the right-hand sides of (1) by i (the
substitution de—ide reduces both variants into one another). It was revealed in
paper [15], that the mechanism of “inversionless” amplification in the quantum
A-scheme corresponds to the parametric interaction of the modes in the medium
with modulated conductivity. Such parametric coupling is described just by equa-
tions of a desired type. At the same time the averaged (unmodulated) component
of the conductivity can be positive. This provides the absorption of the modes in
the absence of their parametric coupling — this system is thereupon “inver-
sionless”.

This general interpretation of the mechanism of “inversionless™ amplification
enabled to formulate conditions for realization of this effect in ensemble of clas-
sical electrons. The active response to the external HF field is connected with the
particles synchronized with the wave. So it is necessary to modulate the electrons
distribution function in the region of the momentum space where the resonant
Doppler condition [8] is fulfilled for both HF waves (but not only for their beat-

¢))
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ing as in standard scattering [24]). Then this mechanism of stimulated bichro-
matic generation can be realized. It is important that the energy spectrum aver-
aged over LF modulation period can be stable, i.e. “inversionless”.

The investigation of this effect in different schemes has shown [18, 19] that
in classical systems (in contrast with all known quantum schemes) the realization
of “inversionless” amplification is possible also in the absence of particles reso-
nant to the waves. In this case the type of the parametric coupling required for the
amplification is produced not by the modulation of the medium conductivity. The
desired parametric coupling is prepared by means of “antiphase” modulation of
the partial susceptibilities of the electron ensemble for two different modes. Note
that in this case the electron ensemble without modulation is “purely reactive”
(i.e. not dissipative) medium, but in the medium with spatial or temporal disper-
sion the modulation of any parameter causes the complex response to the mono-
chromatic field [25].

In this part of the paper we shall consider one of the schemes of “inver-
sionless” cyclotron stimulated emission. All peculiarities of different regimes of .
“inversionless” amplification in classical system will be demonstrated by this
example.

1.2. The basic equations

Let us consider two plane waves, propagating at an angle with respect to a
constant magnetic field B = Bzy (see Fig. 2.), with the equal transverse wave
numbers and different frequencies and longitudinal wave numbers:

E= y,,Z;ReEj exp(iklx+ik“jz ——im].t).
Let the condition of Doppler resonance at the first harmonic of gyro-frequency
with both waves be fulfilled for the electrons with momentum components
PIr= mcPyg and p; g = mcpg:

©; =0 Yy +ckyBye »
where wp=eB/mc, m is the electron rest mass, ¢ is the light velocity,

Yr= (1+p"R2+p 1) and By are respectively the relativistic gamma factor and the
longitudinal velocity of resonance par-

ticles scaled to the velocity of light. - -
Let us consider the interaction of this , k [ K,
field with an ensemble of electrons kl- -------- ..y -

whose momenta are close to the reso- ,
nant value. This ensemble can be de- !
scribed by the distribution function !
over “slow” variables fir, ¥, 6, z, X, ?), ' n B
2 2 . e R e & o0
where 7= PP, X =PL72-p1r /2, 0 is ST )
the cyclotron rotation phase, X is the AT A
transverse coordinate of the center of a Puc. 2. “Inversionless” cyclotron maser on
“Larmor circle”. The followoing form the first harmonic of gyrofrequency.
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of the Liouville equation can be used for the distribution function [15, 18]:
d 9 ) 2 W 0 d
LIPS PR o) B SN PR 2
(at " 90 cﬁ'az)f ; ’(mjax ""far)f @
where:

0y =0y (1=X/Yk ~Byer /Y )/Ye » By =Bye ~"'(1“3’||R2)/YR ~Byer /¥ »
F; =GRe, exp(i0-+ik, X +ikj,z—iw0t), G=(p,/vz)J} (k1)

ny = cky/w;, r = cpyp/wg, Jy' is the derivative of the Bessel function, o= eEjf/mc is
the normalized amplitude of the wave. We shall also use the truncated equations
for the wave amplitudes:

da; /ot = —(2me/mc) 1. 3)
Let us consider the “initial-value” problem (the “boundary-value” problem was

discussed in [18]). The amplitudes of the resonant harmonics of the current in (3)
can be expressed in terms of the distribution function as follows [15, 18, 26]:

1, = ecG([ dxdrdef (x,7,6,2, X t)exp(~i0—ik, X ~ikz+ioz)) . (@)

52,0
Parametric coupling of the waves is provided by the “preliminary” modulation of
the distribution function, which can be set at the initial moment in the following
way:

Fa(t=0)= £, (% 7)+ fir (X 7)cos (k2 +9,,), )
where K = ky; — k2. The unperturbed distribution function at the subsequent time
moments differs from (5) by the phase of modulation, which takes the form
Qu+ Kz — cKPyt = @y + Kz — Q1 + Ayt, where Q = o — 0,

Ay =Q-cxBy = Qx/vs —cxr(1-Bf ) Y )
Ay is the detuning of the particle synchronism with the beating wave. The partial
synchronism detunings with HF waves are determined by the expressions:

/
A; = 0; —0, —ckBy =(0; /Y )(X/ Yot 7 (B —m, )) =4, t4,. )
Let us solve the kinetic equation (2) in the linear approximation in the wave

field and consider the asymptotic solution corresponding to Landau’s “pole rule”,
which is valid under condition:

<8Ai)t >>1. 8)

(Here (84 is the characteristic diversity of the synchronism detunings in the
electron beam, determined by the distribution function.) Besides we neglect the
“ballistic relaxation” of the modulated part of distribution function, so that an-
other “time” condition must be fulfilled:

Ayt <<l. €))
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The conditions of simultaneous fulfillment of inequalities (8) 1 (9) can be found in
[18]. As a result we obtain (taking into account (3) and (4)) the following equation
of parametric coupling of the modes with close frequencies (®; = W, = m):

+(00+iD°) oy = —exp(igyt)((T" +iD* )+ (I +iD* ) o,
+(° +iD)at, = —exp (=igy,t)((T* +iD*)—(" +iD" ))ou

In the left-hand side the standard coefficients are presented, which define the
linear susceptibility of the electron ensemble. Here I'’ is the linear decrement:

I° = (2n*e’G*wfmy, )(1-n; ) [ dxdif, (x.r)98(a, )[04, .
The right-hand terms of the equations define the parametric coupling of the
modes caused by the modulation. The coefficients with index ‘s’ are determined
by the symmetrical part of the function fi(r) = fi’(r) + fs"(r) (i.e. satisfying the
condition fi/'(X, r) = for' (X, —1)):

I* = n’e’G wfmy, (1-myn, ) [ dydrfy; (x.r)98(, ) /oA,

D¢ =(1te2G2(0/m'YR)( =Ry, IdxdrfM x,r go/A76 ,
while the coefficients with index ‘a’ are determined by the asymmetrical part of
the modulated component of the distribution function, meeting the condition

S OGr) =~ X, -1):
r‘= (neszm/ my; )(l — iy, )X

X[ iy, (x.r)r{~ex(1~Bye )10/ A} +n[3%8(8, ) /0] Jo(my By )}
D* = ('neszw/myR )(l—nmnu2 )X
x[ dxdrfy; (x,r)r{-cx(1-By )en[38(a, ) /08, ]+ (240/A3 ) o, — By )}

(10)

1.3. Different regimes of the “inversionless” parametric generation

a) The distribution function is modulated at the transverse momentum (we
reckon that fj/“(r) = 0, while the asymmetrical part of function fy()) is not equal
to zero). Essentially that such modulation corresponds to that the synchronism
detunings (7) A; and A, oscillate in phase. Due to this fact the similar responses
to both HF waves are developed in the modulated medium. We obtain that in this
system one of two bichromatic exponential modes o, o< exp(us) is amplified un-
der condition:

|T*|>T°.

This is just a regime of “inversionless” amplification due to modulation of distri-
bution function of resonant particles; meanwhile averaged part of distribution
function is “not inverted”, so that I’>0. The amplification of two modes is
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achieved in this case due to the modulation of conductivity, which is optimally
synchronized with the beating of HF waves. It is the direct classical analog of
“inversionless” amplification in the quantum A-scheme.

b) The distribution function is modulated at longitudinal momentum (we
reckon that f3,’(r) = 0). Such modulation corresponds to “antiphase” oscillations
of the detunings A, and A, (7), because for waveguide modes parameters Byz— ny,
have different sign. Due to this fact the responses to the first and the second HF
waves are also modulated with phase difference equal to m. As a result, the
bichromatic exponential mode ;< exp(uz) is amplified in this system under con-
dition:

|D*|>T°.

This condition can be fulfilled in the absence of particles, resonant to HF waves
(when I'®=0). This is just a regime of amplification in “reactive” medium. It is
realized thanks to the specific dependence of the synchronism detunings on the
electron momentum components. Such dependence takes into account both rela-
tivistic gyro-frequency detuning and Doppler shift. The energy exchange mecha-
nism between bichromatic HF field and modulated medium of nonresonant parti-
cles is analyzed in paper [27].

1.4. About saturation of the “inversionless” instability

One of the mechanisms of the stabilization of the “inversionless” instability,
already investigated (see [19]), is the “ballistic restructuring” of the modulated
fraction of the electrons. It develops at time (8A) ¢ = 1, where (8A,y) is the char-
acteristic spread of parametric synchronism detuning (6) in the electron ensem-
ble.

The “quasilinear” mechanism of saturation of “inversionless” instability was
investigated in the paper [20]. It is necessary to note that a decrease in the energy
of the electron ensemble during “inversionless”. parametric generation is accom-
panied by the formation of a distribution function with a steeper slope along the
energy axis in comparison with the slope of the initial distribution function.

Besides saturation mechanisms pointed above other processes are of impor-
tantance, such as trapping of particles by the strong field of a finite-amplitude
bichromatic wave and nonlinear frequency shift. But these mechanisms as ap-
plied to “inversionless” stimulated emission have not been investigated yet.

1.5. About the energetic efficiency of “inversionless” generation

In the process of “inversionless” generation like in the case of usual stimu-
lated emission the energy is transmitted from nonequilibrium medium to the elec-
tromagnetic field. The main difference lies in the nature of nonequilibrium state.
Comparing with the standard stimulated emission where the inverted energy
spectrum is necessary, for the “inversionless” regime the spatial-temporal modu-
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lation of distribution function is required. This circumstance determines the pos-
sibility of application of LWI as a converter of monochromatic LF radiation into
non-monochromatic HF radiation. The key point in estimation of efficiency of
possible “inversionless” electronic devices is the comparison of energy contrib-
uted by electrons to the amplified HF field with energy input to the preparation of
the initial modulation of electrons beam. It is shown in [18], that for quasi-
monoenergetic beams with wide pitch-angle spread (typical for usual magneto-
injector guns) the LWI effect is realized in frame of “linear” regime of LF modu-
lation. In such regime the energy of electron ensemble increases only in second-
order in the amplitude of modulating field. In principal, the situation can be
analogous for the beams with finite (but small) energy spread of electrons [15].
In these cases the energy contribution of electrons to HF waves can exceed the
energy input to modulation. The situation is essentially different in case of a
monotonic electron energy spectrum. LF modulation in a nonlinear particle trap-
ping regime is required in order to reach the threshold of inversionless genera-
tion. Modulation in this case is inevitably accompanied by an essential distortion
of the averaged component of the distribution function (see [15]). For this regime
the following conclusion can be made on the basis of results of quasi-linear the-
ory developed in [20]: the energy input of LF field in the modulating section
turns out to be several times larger than energy input of electrons to the HF field.
In respect of the experimental applications it is interesting to realize the
mechanisms of “inversionless” parametric generation in free electrons lasers,
operating on the basis of undulator mechanism of particles-HF field interaction.

2. Electromagnetically induced transparency
for the electron-cyclotron waves in plasma

2.1. The simplest model of EIT

The development of the simplest model of EIT relies essentially on the fact,
that, generally, system of equations for the density matrix of quantum scheme
corresponds to equations describing the excitation of a system of classical cou-
pled oxcillators by an external resonance force (see [16, 17]). From the viewpoint
of realization of the EIT regime, a very important feature of density matrix equa-
tions is the fact that the external sources in this system (i.e. fields) not only excite
the “oscillators” directly, but also provide
parametric coupling between them. There- / \
fore the adequate classical model (see
Fig. 2) represents two LC circuits, which U~ 03
are coupled via mutual variable inductance
(Fig. 3). In this case the harmonic coupling
between the circuits acts as a pumping wave
in the quantum system and external EMF  Fig. 3. The equivalent oscillatory
acts as a signal wave. system with lumped parameters.

W)
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It is not difficult to verify [16, 17] that the frequency dependence of the im-
pedance for the left circuit depicted in Fig. 3 is completely equivalent to the for-
mula for susceptibility of the quantum system relative to the signal field in the
EIT regime. When the conditions of the resonant excitation of the oscillator with
frequency wy; are fulfilled, oscillations of the left circuit can be suppressed.

2.2. EIT for the cyclotron waves in plasma

There is a possibility of damping of resonant interaction between waves and
particles in plasma due to parametric excitation of the collective degrees of free-
dom, e.g. electrostatic oscillations. As an example, we consider the hydrody-
namical theory of EIT for the electron-cyclotron resonance in warm magnetized
plasma. Our statement of the problem is the same as that in [21]. Let two circu-
larly polarized waves with the electric field rotating in the line of the electron
cyclotron motion (extraorcinary waves) propagate in magnetized plasma along a
constant external magnetic field B = Bz,

E, (z.t) =Re{e, [ E, exp (it +ik,z) + E, exp (-ito,t + ik,z) |} (11)

where e, = 2“”2(xo+iyo) is the wave polarization vector; and Xy, Yo, Zg are the unit
vectors of the Cartesian axes.

The oscillations of the transverse and longitudinal (relative to the constant
magnetic field) electron velocities are described by the Euler equations including
the Lorentz force from the wave fields:

v av e d |
tl +0, [V,,2, [ +7V, +V|ga_;=—;[El +V"$£Eldt}
v, M 10 5 (12)
I I p_e e
—Liyw+V—L=-—-F-—FE +—V,—[E,dr
a VN T TN, o m ? m lazi L

Here, v is the effective collision frequency, E, is the plasma-wave electric field, p
is the gas-kinetic pressure, and N, is the electron density. System (12) must be
supplemented with the continuity equation

oN, /ot +9(N,V,)/dz =0 (13)

and with the equation that describes the excitation of an electrostatic field in the
plasma wave:

dE, /at =—4nj, =4meN V. 14
Here, j, is the longitudinal electron current component. Assuming the constancy
of the ion density N; and quasi-neutrality,

N; =N, =const, [N, -N,|<<N,,N,, (15)
we can derive a system of equations that describes the excitation of longitudinal

collective oscillations by the ponderomotive force from the high-frequency fields
(for definiteness, consider an adiabatic process) from Eqgs. (12)-(14):
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(16)

R\ J. (9n/ot)dz.

Here, n = N~Nj is the perturbation of electron density, w,= (4meNo/m)'"™ is the
electron plasma frequency and V7 = (T/m)"? and T are the thermal electron veloc-
ity and temperature, respectively. The excitation of plasma oscillations leads fi-
nally to the suppression of oscillations of electron velocity at the frequency of the
signal wave. The EIT effect in plasma consists just in this process.

Considering the weak thermal dispersion (k; 5 Vr<< ®;,;) we shall also as-
sume, that the following synchronism conditions are satisfied:

@ o, -0, ¥<<0,,0,, (b) ImL—(op|, Y<<0,,0,. 17

Here, o, = 0y — w, and k= k; — k;, are the frequency and wave vector of the beats
between the signal and pump waves, respectively.

Given the synchronism conditions (17a) and (17b), only the terms with the
“resonance” frequencies can be retained in Egs. (12)—(14); i.e., the method of
reduced equations can be used. Note, that to derive this system of equations it is
necessary to consider the nonlinear component of transversal velocity with po-
larization, corresponding to the ordinary wave (with the electric field rotating
opposite to the direction of the electron cyclotron rotation). Due to the excitation
of collective degrees of freedom the resonant components of the velocity are
suppressed and the consideration of this component provides significant (but not
fundamental) corrections.

From the obtained system of reduced equations we can derive an expression
for the effective refractive index of the signal wave [21]:

o Z, +&p0,0, (2k [k, -1 ml/2m2)
, (0, ~wg +iY)Z, -0} 0,

N*=1-

(18)

Here, Ezc = [eEo2m(0,— 0p+ i) (ky/@y)* = [Vof/(2V,4)* is the dimensionless
nonlineariy parameter, the ratio of the squares of the oscillatory and phase ve-
locities for the pump field and Z, = o - m,,z— 3kL2V72+ Yo, Z,= 0 is the stan-
dard “hydrodynamic” dispersion relation for plasma waves. Expression (18) dif-
fers from that derived in [16, 17, 22] by the corrections 3k;*V4%, because we took
into account thermal motion.

Let us now discuss the dispersion law of the signal wave under EIT condi-
tions for warm plasma. To this end, we represent Eq. (18) as

- 2 w?
ZP(NZ_N3)=E-'EL2(DI: 1on2 42 [ 2k o )| (19)
W, —W, +iy 0o, | k, 2w,
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Here, N02= 1- 0),,2/[001(0)1 — g+ iy)] is the “linear” refractive index of the signal
wave in cold magnetoactive plasma (see, €. g., [7]). The quantity Egc is a small
parameter of the problem for reasonable pump intensities (of the order of 10—
100 kW/cm?), Egc is 107°-107. Therefore, the signal-wave dispersion curves de-
fined by Eq. (18) pass elther near the linear signal-wave dispersion curve defined
by the relation N?= Ny? or near the plasma-wave dispersion curve Z, = 0 (shifted
by the pump frequency ®, and wave vector k,). This behavior of the dispersion
curves is violated only near the points of intersection of the N*= Ny’ and Z,=0
curves, where the signal-wave dispersion curves pass from one curve to the other
(see Fig. 4).

Therefore, the behavior of the dispersion curves in the EIT region is actually
determined by the dispersion law of plasma waves. In particular, the dispersion
curves contain segments that correspond to a high group deceleration of the sig-
nal wave (which is typical for a three-level quantum system) down to a zero
group velocity (which is not possible in a three-level quantum system).

Figure 5 shows the absorption-line profile for the signal wave under EIT
conditions. We see that there is a frequency range where the resonant wave ab-
sorption is suppressed, with the absorption minimum roughly corresponding to
the point on the dispersion curve with a zero group velocity.

1.04 6 Im(Ckl/(J.)B) ; \\ E_IE 0
1.02- 51 , 1N
éEC=10— ] \
1.00 - 41 I N
I
0.98 1 37 !
0.96 - 2 !
0.94
6543210123456 0.95 1.00 1.05
Re(ck;/0p) W /W

Fig. 4. The dispersion law for an EC wave  Fig. 5. The formation of a transparency
under EIT conditions. ®,/mp=0.75, window (Re(k;)>0). All parameters
0,/0g=02, yiwg=2.5107, Vyc=7.5-102  are the same as those in Fig. 4.

Note, that for the observation of EIT the pumping intensity should exceed the
threshold value é*EC, determined by the dissipative effects (see also [16, 17]):

& o= (Y/w,wp).

2.3. On the possibility of the observation of EIT effect in plasma

In the hydrodynamic theory for warm plasma, it follows from (18) that the
characteristic width of the signal-wave transparency band A® under EIT condi-
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tions is given by the relation |(w; — wp)ReZ,| = o)pszE_,EC, which leads to the ex-
pression

Ao ~ max {(umBﬁEC )m ,kZVTz/(DP}. (20)

In particular, it follows from this relation that the transparency band width in
warm plasma can be significantly larger than that in cold plasma if the plasma
temperature is high enough:

T/(mc2 ) >0’ (ck, ) (058 e /0, )”2 . (21)

It is important to note, that the transparency band width can cease to depend on
Erc. Thus, for example, for a pump intensity of 100 kW/cm® the plasma tempera-
ture must exceed 150 eV.

The above estimates of basic parameters for the EIT window allows us to
formulate the most pessimistic requirements for the conditions for this effect to
take place in plasma. The constraints on the admissible nonuniformity of the
magnetic field B and density N are given by Eq. (20):

8B,8N, ~ max{(mBaEC fo,)" v} /mf,}. 22)

Here, 8B and dN, are the relative detunings of B and N, respectively. For pump
intensity of the order of 10 kW/sm® and for temperatures of the order of 1 and
10 keV, 8B and 8N, must be no larger than 1% and 5%, respectively. In this case,
the characteristic size of the working region must be of the order of one meter
(see [21]). However, it may appear that a more detailed EIT theory for an inho-
mogeneous layer will yield more relaxed constraints.

It is necessary to note, that all important peculiarities of dispersion curves
and absorption-line profiles for the signal wave and also the estimations for the
transparency band width and admissible nonuniformity of the plasma are pre-
served in a more careful investigation of this effect in terms of the kinetic theory
(see [21]).

Conclusions

In summary let us discuss the possible applications of systems considered
above. The LWI effect in ensemble of classical electrons can be used, in princi-
pal, as a method for converting microwave monochromatic radiation to HF non-
monochromatic cyclotron or undulator radiation. Depending on the properties of
electron beam the energy input of electron ensemble to the HF radiation can be
less than energy of LF field absorbed by electrons as well as larger than it. In any
case the “inversionless” nature of this effect suggests that this method of conver-
sion must not be very sensitive to the quality of electron beam.

As for the application of EIT effect in plasma physics, it can be used in spec-
troscopy firstly. But in order to develop concrete schemes the theory of EIT taking
into account the inhomogeneities of typical plasma objects must be developed.
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Secondly the EIT-regime was suggested in [22] for use in compact plasma

accelerators. The strong group deceleration typical for EIT can be used in these
schemes for compression of electromagnetic pulses. It was proposed to use the
magnetic undulator instead of HF pumping wave. In this scheme the efficiency of
energy input of signal wave to electrostatic oscillations can be increased, al-
though the range of allowable plasma parameters is sufficiently bounded (the
closeness of cyclotron and plasma frequencies must be provided).

Nounk L=
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TERAHERTZ RANGE SOURCES
FROM THE ULTRA-SHORT LASER
AND PLASMA INTERACTION

D. Dorranian, M. Starodubtsev , N. Yugami, T. Higashiguchi,
H. Kawakami, H. Ito and Y. Nishida

Department of Energy and Environmental Science, Graduate School of Engineering,
Utsunomiya University, 7-1-2 Yoto, Utsunomiya, Tochigi 321-8585, Japan

Brief history of the plasma based high-energy particle acceleration including the V,xB ac-
celeration; wakefield acceleration and beatwave acceleration are reviewed. As an applica-
tion of the VxB acceleration schema, the terahertz range radiation source is presented. The
radiation in the Sub-Terahertz range is observed, which is known as VxB radiation, ex-
cited by the interaction of ultrashort and high intensity laser pulse with perpendicularly
magnetized plasma. The frequency of the emitted radiation with the pulse width of 200 ps
(detection limitation) is in the millimeter wave range (up to 0.2 THz). According to radia-
tion theory, EM radiation is linearly polarized, vertically to the DC magnetic field vector.
Polarization 2xperimental data are in good agreement with the theory. The spatial distribu-
tion of the emitted radiation is also observed. The radiation propagates mainly in the for-
ward direction as expected from the theory. The emergence of this field is due to the de-
pendence of radiation characteristics on plasma parameters, which enable the radiation to
be tunable in frequency and pulse duration.

1. Introduction

The present topics are strongly related to the plasma based high-energy parti-
cle accelerators driven by ultra-short terawatt laser. Therefore it is convenient to
review at first the high energy particle accelerators and then we wish to go into
the main topics of terahertz range radiation source.

It has been about 50 years since Fainberg proposed the concept of using elec-
tron beam to excite plasma waves and about 20 years since Tajima and Dawson
proposed using laser beam instead of electrons. After that, due to advances in
technology, especially the development of compact terawatt laser systems, there
has been tremendous progress in theory and experiment in recent years. There
have been many different kinds of experiments on the use of intense laser pulse
or electron beam to excite large amplitude (up to 100 GeV/m) plasma wakes [1-
2]. The energy of these wakes can be used for different purposes such as particle
acceleration or radiation.

Large acceleration gradients of different kinds of plasma-based accelerators
are the great interest. Accelerating electrons in a very small distance compare to
huge radio frequency linear accelerators (RF linacs) with respect to the fact that
electric field is at least 1000 times greater in the former one is really exciting.
Known mechanisms of plasma-based accelerators are the plasma wakefield ac-
celerators (PWFA) [3-6], the plasma beat-wave accelerators (PBWA) [7-10],
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Laser wakefield accelerators (LWFA) [11-14], including the self-modulate re-
gime and VxB accelerators (Surftron) [15-17].

In the PWFA, a relativistic electron beam can excite plasma wakefields, pro-
vided that the electron beam terminates in a time shorter than the plasma period.
Fainberg apparently first proposed the concept of using electron beam driven
plasma waves to accelerate charge particles in 1956 [6 and references therein]
and in linear regime Chen and Dawson analyzed this mechanism in 1985 [5].
Experiment on this mechanism of acceleration was done first by Ruth ez al. [18].
They showed that the transformer ratio (ratio of energy gain to the drive beam
energy) is limited to 2 for a symmetric driving beam in the linear regime, but
after him Chen et al. [19] showed that the transformer ratio can be increased by
using asymmetric drive beam and Rosenzweig et al. [20] showed that in the
nonlinear regime, a long symmetric drive beam could produce the bigger trans-
former ratio.

Next two mechanisms of accelerating electrons strongly depend on develop-
ments of the laser technology. In Fig. 1, it can be seen that how chirped pulse
amplified (CPA) lasers in 1988 changed the rate of growth in accelerated elec-
trons energy.

Before 1988 the only process to accelerate electrons by laser plasma wakes
was the plasma beat wave acceleration, in which two long pulse laser beams of
frequency o; and ), are used to resonantly excite a plasma wave. In this case
laser frequency and plasma density should satisfy the condition (w;— ;) ~ @,.
This idea proposed by Tajima and Dawson in 1979 [7] as an alternative to
LWEFA, since the technology of ultra-short high intensity lasers was not available
at that time. Although the beatwave mechanism was experimentally proved be-
fore LWFA, but theoretically that was proposed after it. Plasma wave generation
due to this mechanism was observed first by Clayton er al. [21] and the accelera-
tion of background plasma electrons was first observed by Kitagawa et al. [8].
Both experiments were done by CO, laser.

Considering the third

case, laser wakefield accel-

LGev erators (LWFA), in which a
single short ultrahigh inten-
sity laser pulse drives a
plasma wave. The wake-
field is driven more effi-
ciently when the laser pulse
10" length in space is approxi-
1960 [ X Y 2000 10 mately equal to the plasma
wavelength. The LWFA
was first proposed by Ta-
Fig. 1. The evolution of laser intensity and electron jima and Dawson in 1979
energy to the present and beyond [29]. [7], but before 1988 when
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the first terawatt laser system based on chirped-pulse amplification was demon-
strated, doing experiment on LWFA was impossible. The first electron accelera-
tion by this mechanism is reported by Nakajima et al. in 1995 [22]. At higher
densities, in which the laser pulse length is long compare to the plasma wave-
length, using the high power (more than critical power) laser pulse will lead to
the modulation of laser pulse by plasma waves. The plasma waves can modulate
the laser pulse to self-modulated LWFA. After that many other people have
worked on, to increase the acceleration energy gain.

Finally V,xB or surfatron mechanism to accelerate electrons is considered.
Nishia et al. first proposed the idea in 1984 [15]. The first experiment also was
done by them at the same time. Because the topic of this paper is strongly de-
pends on this mechanism, it is necessary to go more carefully through it. Within
all these acceleration mechanisms mentioned above, the surfatron is the only one
which has static magnetic field, where w, >> w,. In the presence of the magnetic
field the mode-converted electrostatic plasma waves travels across the magnetic
field lines and accelerates electrons very efficiently by the Vy,xB mechanism,
where V) is the phase velocity of the electron plasma wave and B is the steady
magnetic field intensity. Appearing a DC electric field in the wave frame acceler-
ates trapped particles. Applying the external magnetic field can also cause an-
other important effects in the nature of the plasma waves. In unmagnetized
plasma, the wakefields are completely electrostatic. By applying a modest per-
pendicular DC magnetic field B, the wakes find an electromagnetic component
with non-zero group velocity at the frequency close to w, in the direction perpen-
dicular to the direction of laser pulse propagation and also magnetic field vector,
so the electromagnetic component of wakes are enabled to propagate through
plasma into the vacuum. The initial motion of plasma electrons due to the laser
ponderomotive force, make them to rotate around the magnetic field lines and
generate the electromagnetic part of the wake. Since the radiation frequency is
very close to the plasma frequency, it is tunable with plasma density.

Theories and experiments have shown that plasma is a capable medium to
convert different initial energies to coherent radiation, i. e., Raman scattering,
harmonics generation, and photon acceleration. This possibility comes from the
multi-mode nature of the plasma. More than these there are also two known
mechanisms of plasma radiation. First one is the 'inverse mode conversion'
mechanism [23]. An electrostatic plasma oscillator near the plasma frequency can
radiate an electromagnetic wave at the same frequency ®, due to this mechanism.
In this case the plasma waves, are like a dipole antenna, which oscillate in the
direction of k of the wave. The electromagnetic radiation primarily will be in a
plane perpendicular to this direction. Another mechanism is radiation due to
'charge separation' mechanism [24]. The poderomotive force generates a large
density difference between ionic and electronic charges and this charge separa-
tion results in a powerful electromagnetic transient. The spatial distribution of
this radiation depends on the spot size of laser beam. A smaller beam leads to a
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shift of the maximum emission in the direction perpendicular to the laser propa-
gation. But the V xB radiation is essentially different from both these two
mechanisms, i. e. that is the inverse process of V,xB acceleration mechanism. In
this sense, the V xB radiation decreases the acceleration efficiency, but this is
negligibly small compared with acceleration efficiency, and no serious losses
take place. More details about the radiation are presented in the next section.

The emergence of this field is due to the dependence of radiation characteris-
tics on plasma parameters, which enable the radiation to be tunable in frequency
and pulse duration. These radiation sources could have applications in a wide
region of topics including spectroscopy, medical imaging, astrophysics and
plasma diagnostics.

The theory of the radiation generation from the wakes excited by laser pulse in
the magnetized plasma have been introduced by Yoshii ez al. [25] and the charac-
teristics of the radiation have been observed by Yugami et al. [26] both under the
name of radiation from Cherenkov wakes. In this paper, the first experiments of the
emitted radiation in millimeter wave range from gas jet plasma wakes excited by
ultrashort intense laser pulse is presented. A basic theory is described in Sec. 2.
Sec. 3 describes the experimental setup. Results are presented and discussed in
Sec. 4 and finally a brief conclusion is presented in Sec. 5.

2. Radiation theory

Magnetized wake equations. The
geometry of the radiation scheme is
shown in Fig. 2. A short laser pulse propa-
gates in the plasma of density N at nearly
the speed of light in the +z direction. A
DC magnetic field By exists in the +y
direction. For simplicity we take this field
to be uniform in space and constant in
time. From Maxwell’s equations in one-

Fig. 2. The schematic view

dimensional case, under the present ge- of the magnetized wakes
ometry, the following forms are given:
E, 10B
9 1% (1a)
0z ¢ ot
0B, 10E
_Ey _L0E, Am oy (1b)
oz cod ¢
L9B, _4m vy o (1¢)

In Eq. (1) Vj and V, are the components of electron velocity which satisfy the
equation of motion:
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av,

t = _¢E +ZBY,, (2a)
it c
méL:—eEz—qu—)—fBV (2b)
ot 0z

with ¢ the averaged ponderomotive potential defined by the laser pulse envelope.
Here the potential ¢ and, therefore, the fields and electron velocity in the wake
are functions of only & = ¢ — z/Vj; this implies that pump depletion and laser in-
stabilities are neglected. In terms of new variable: d/dt — /0§ and 9/dz —
— (1/V,)d/dE, the system of equations (1) and (2) becomes:

0% o
%Bg_ = B-aa%—meﬁlvv,, (3b)
%’2 = 4meNV,, (o)
aa_‘g = —%Ex +oV,, (3d)
v, =L+ % -V (3e)

a& m ° mepot ¥
in which B = Vy/c and w, is the electron cyclotron frequency. Applying Laplace
transformation respect to & is a way to solve the system of equations:

E =PB,, (4a)

séy =sBE, —4mePNV,, (4b)

sE, =4meNV,, (4c)

sV.=-2E +aV, (4d)
m

sV, =-2E +—~_sp-aV. (4e)
m mci

The mark ~ refers to Laplace transforms of the components and correspond-
ingly @ is the Laplace transform of the ponderomotive potential. s is the Laplace
variable. Answers are:

2
B,(5)= 5

o -s*(1-p%) -
b B, (s), (5b)

(52)

E.(s)=
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where D(s) = [ef%m,” - (1 - PA(* + @, + ©2)], in which € = 1 + ©,”/s” and as
usual ,> = 4me*N/m is a plasma frequency.

The inverse Laplace transformation of the above equations gives the compo-
nents of excited magnetized wakes behind the laser pulse. They describe by the
residue of the Eq. (5a) relation at the pole where D(s) = 0. The dispersion equa-
tion D(im) = O defines the frequency o of the wake field. The amplitude of the
electric field is given at the pole s = i and takes the following form:

B i’ C(Di ( '0)) ©)

= 1 .
* T 2ol + B ]
For a laser pulse of the duration T the ponderomotive potential form is:
eE?
¢=—*= Q)

- 2
4mw;

with E; the amplitude of the electric field and ®; the frequency of the laser pulse.
In this case @(iw) for substituting in Eq. (6) is:
eE?

2minn:

Longitudinal component of the magnetized wake electric field may be ex-
pressed via the relation:

0B +(1-BHw’

E = M B,. )

inm_ B

o (iv) = ®)

By taking also into account the contribution from another pole s = —iw, the
final relation for the longitudinal component of the magnetized wakes can be
obtained as:

2 2102 2 2
_ _eE} 0w, 0" +(1-B )
°o2mV, o o)f+1-p)o

sin &, (10

Dispersion relation and boundary condition. Applying the external mag-
netic field in the y direction, perpendicular to the laser beam path and so kLB,
and also the wave electric field E1B,, radiation occurs in the extra ordinary
mode (XO) and the dispersion relation is given by:
ck? _1- wi 0% —(J)f,

o’ o 0 -’

an

in which wy’ = co,,2 + o/ is the upper hybrid frequency. It should be noticed that
the radiation can occur when € > 1, where € is the dielectric constant of the me-
dium [27]. In Fig. 3 it is shown that for the extra ordinary mode radiation, this
condition is satisfied when w, < 0 < 0.
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Fig. 3. Magnetized plasma dielectric changes versus .
The dashed regions are evanescent regions

In Fig. 4 the dispersion relation is plotted. The eigenmodes in the plasma are
the left (L) and right (R) branches of the XO mode and have cutoff frequencies at
Wg = [To, + ((oc2 + 4(:011,2)]”2 respectively. These two branches have two compo-
nents to their electric field; an electromagnetic component E = E, and an electro-
static component E = E,. Waves with ® < @, and 0y < 0 < @z are evanescent in
the plasma. Intersection point of the wave dispersion relation Eq. (11) and the
laser pulse line (0 = kvy, with vy = (1 - coLZ/(o,,2)”2 is the laser pulse group veloc-
ity in plasma) will introduce the radiation frequency. The laser pulse line inter-
sects with the L branch of XO mode of the plasma. In unmagnetized plasma we
also have this intersection, but although the phase velocity of the plasma waves is
¢ their group velocity is zero. The energy deposited by the laser pulse in unmag-
netized plasma does not propagate outside of the plasma and is finally dissipated
in the form of plasma heating. It is noticeable that the laser pulse line never inter-
sects with the electromagnetic eigenmode of the plasma (0’ = (1),,2 + k). Ina
magnetized plasma unlike the unmagnetized case the group velocity of an excited
mode is not zero. Fig. 4 shows that the laser pulse can couple to a radiation mode
where the velocity of the pulse v, ~ c is larger than the phase velocity of the ra-
diation. As it can be seen in Fig. 4 continuous change of the boundary will make
problem for the emitted pulse,
such as the plasma density de- | © ; ., .

. B XO mode
creases gradually in the boundary. Y feck Omode~--
Decreasing the density will make ‘7
the evanescent layer wider to the |, - e
downward in the figure, which . Fo;ﬁ'i:lden Region
will cover the radiation frequency. |o* =%
Tunneling through that layer will 2
damage the radiation intensity “
noticeably. B s

In the case of sharp plasma 4 k
boundary on the other hand accord-
ing to the continuity of the tangen- Fig. 4. Plasma dispersion relation
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tial components of E, the reflected and the transmitted waves at the boundary, the
transmission coefficient for E, tends to one. Using gas jet plasma configuration
with a suitable nozzle is a way to make the sharp boundary plasma.

3. Experimental setup

The experimental setup and measuring system are shown in Fig. 5. A mode
locked Ti:sapphire laser beam operating at A, = 800 nm wavelength, with the
pulse width of 1, = 100 fs (FWHM), and maximum energy of 100 mJ per pulse
with 10 Hz repetition rate is used to excite wakefields. The laser pulse irradiates
into the vacuum chamber through a
5Smm thickness CaF, window and |, pulse:
then is focused by a lens of fI5 at 1TW
about 0.5 mm upper than the top of | 007 120m)
the gas jet nozzle. Gas jet open time is Wik I
triggered by the signal from laser Window |l
pulse operation system through a Focal Lens
pulse generator with duration of 250
us and repetition frequency of 10 Hz
similar to laser pulse repetition fre-
quency. Different nozzles are used in Fig. 5. Experimental setup
the experiment in order to change the
gas density and also boundaries configuration. Interaction region is laying be-
tween the DC permanent magnets poles. The strength of the applied magnetic
field is up to 8 kG. As the region of this field along the +z direction is about 2.5
cm, longer than xg, the Rayleigh length, it is expected to be uniform in the inter-
action region. The experiment is done in the Nitrogen and Helium gases at the
initial base pressure of below 5 mTorr and maximum gas jet back pressure of 8
Atm. The measurement system consists of a crystal detector, horn antenna,
waveguide and oscilloscope with limitation of maximum frequency measurable
at 200 ps and covering 10 Giga sample per second. Antenna and waveguide are
in U-band with cut-off frequency at 31.4 GHz for TE,, mode to observe the tem-
poral waveform of the radiation.

{o the Vacuum

4. Results and discussion

In Fig. 6 a typical radiation sample is shown at By = 7.8 kG corresponds to
.= 1.4-10" rad/s. This satisfies the condition ®, >> @, and the "VpxB accelera-
tion condition" exactly. The duration of the pulse is 200 ps FWHM, which is the
pulse width limitation of the oscilloscope. From Nitrogen plasma also the similar
result is obtained. The wake duration in the plasma can be obtained from 1, =
Ly/v,, where L, is the plasma length of the order of Rayleigh lengt™ and v, is the
group velocity wakes in plasma. In this experiment with laser spot size of 20 um
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L, is about 1.55 mm. From the stagnation
theory of supersonic gas jets according to
nozzle size, the electron density is calculated
to be 10" cm™ so 1, should be about 1 ns.
Instrument limitations and the dispersion in
the waveguides allow us to conclude only
that the measured value is an upper limit of
the pulse duration.

Figure 7 shows the intensity change of
the radiation electric field when the horn
antenna is rotated around "z" axis in order to
find the radiation polarization. Radiation is

Intensity ( normalized umits )

Radiation Sample

038

06

04

02

00 ps
(FWHM)

-15

-1 15

05 0 05
Time (ns )

Fig. 6. A typical type of radiation

expected to be polarized in the x direction normal to the magnetic field lines and
also laser pulse propagation directions. 0 degree shows the angle of the horn an-
tenna when the electric field is in the x direction and 90 degree refers to the elec-

Radiation Polarization
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Fig. 7. Normalized intensity of the
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tric field in the y direction. The function
cos’0, which is theoretically expected behav-
ior of the polarized electric field of a dipole
antenna in the x direction, is also plotted in
dash form in Fig. 7. Data are from Nitrogen
plasma at the same density and magnetic
field normalized to the maximum radiation
intensity at O degree. Although intensity of
He plasma radiation is not the same with Ni-
trogen but polarization direction is at the
same direction.

radiation versus hormn antenna rotation
angle.

In Fig. 8, the radiation intensity can be

found in different angles refer to z axis in y-z
plane. 0 degree corresponds to the direction of laser pulse propagation (x = y = 0).
The radiation is mainly in a 5 degree angle respect to z axis in y—z plane in for-

ward direction.

In order to find some information about
the dependence of radiation intensity to dif-
ferent plasma densities, three kind of noz-
zles are machined. One is a simple cylindri-
cal nozzle at 0.5 mm throat diameter (c).
Another two are supersonic nozzles at 0.5
mm throat diameter and divergence angle of
12 degree. For smaller one the exit hole
diameter is 1 mm (b) and for bigger one it is
1.3 mm (a). Density of the neutral flow for
cylindrical nozzle is obtained by the fringe
shifts of a Mach~Zhender interferometer
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and for supersonic nozzles it is calculated by
the stagnation theory of nozzles. Results are
shown in Fig. 9. Circles, squares and
diamonds refer to cylindrical, 1 mm and
1.3 mm exit supersonic nozzles respectively.
All of them are measured at 0.5 mm height
from nozzle tip at which laser beam is fo-
cused. In Fig. 10 three sample of the radia-
tion pulse from nozzles are comparable. Data
are radiation from He plasma at 0.15 mTorr
base pressure of the interaction chamber and
1 Atm back pressure of gas jet with open
time at 250 ps. Because the detection system
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Fig. 9. Neutral density of different

gas

jet nozzles.

is not calibrated the data are just the relative intensity of the radiation detected on
the oscilloscope. In Fig. 11 the intensity of radiation in different gas jet back
pressures from both He and N, plasma is shown. In this part also the base pres-
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Fig. 10. Radiation intensity of three

different nozzles.

1.5-10" cm®, 6.5-10"7 cm®, 2:10"® em™, |

sure of the interaction chamber is 0.15
mTorr and gas jet open time is 250 ps.
According to laser-plasma interaction
theory, maximum wakes amplitude is cre-
ated when ct; = A,. In the present experi-
ments, the maximum of wakefield ampli-
tude is expected at 5 THz plasma fre-
quency, corresponds to electron density
3.1-10". Increasing the density from this
optimum magnitude decreases the wakes
amplitude sharply [28]. The lowest neutral
densities of nozzle (a), (b) and (c) are

and plasma electron densities are five et i: % !,
times bigger for N, and two times bigger , |/ 1}

for He, All of them are larger than the 33" *Y

optimum magnitudes. Bigger nozzles to § .

decrease the density damage the sharp- E“ ‘iv‘-'a:;:«.~ .

ness of boundaries, which will result in 2“ "*\_. !
damping the radiation intensity. In Figs. " etees
10 and 11 it is clear that increasing the 02l . ; . !

plasma density in both cases of different
nozzle dimensions as well as increasing
the gas back pressure, decrease the
plasma wakefield amplitude as is ex-

pected from theory.

Back pressure ( atm )

Fig. 11. Radiation intensity versus
back pressure for both N, and He
gases.
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5. Conclusions

V,XB radiation from the interaction of short intense laser pulse and magnet-

ized gas jet plasma is investigated as a new source of coherent radiation in tun-
able frequency, ranging from GHz to THz. Different characteristics of radiation
have also been studied.

We would like to acknowledge Professor Michael I. Bakunov at Department

of Radiophysics, University of Nizhny Novgorod for his very useful discussions.
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FORMATION AND EVOLUTION
OF DUST ION-ACOUSTIC NONLINEAR STRUCTURES
IN COMPLEX PLASMAS

S. I. Popel

Institute for Dynamics of Geospheres RAS, Moscow, Russia

A review on dust ion-acoustic nonlinear structures is presented

1. At present a major portion of the investigations of plasmas is devoted to
multicomponent plasmas containing electrons, ions, charged microspheres or
dust grains, and neutral particles. The term "complex plasmas” is finding increas-
ing use for such plasmas. Complex (dusty) plasma systems cannot usually sur-
vive in the absence of either external sources of electrons and ions or plasma par-
ticle fluxes from the regions where there is no dust. The fluxes of electrons and
ions are absorbed by dust particles, that results in variable charges of the latter.
The dust particle charging process is a basis for the strong dissipativity of the
complex plasma system. The strong dissipativity results in a new physics of
nonlinear wave structures in complex plasmas. First, anomalous dissipation
originating from dust grain charging appears. Second, new kinds of nonlinearities
take place. The anomalous dissipation leads to preferential importance of shock
waves in complex plasmas, which have specific features that distinguish them
from ordinary collisional and collisionless shock waves. These shock waves are
collisionless in the sense that they are insignificantly affected by electron-ion
collisions. However, in contrast to classical collisionless shock waves, the
anomalous dissipation due to dust charging involves interaction of the electrons
and ions with dust grains in the form of microscopic electron and ion currents to
the grain surfaces. That dust ion-acoustic shock waves associated with anoma-
lous dissipation can actually exist was proved analytically in [1]. Dust ion-
acoustic shock waves were observed for the first time in laboratory experiments
at the University of Iowa (USA) [2] and at the Institute of Space and Astronauti-
cal Science (Japan) [3]. Not only shocks can propagate in complex plasmas. The
possibility of the existence of the dust ion-acoustic solitons has been shown [4].
The purpose of this brief review is to present the most important results on dust
ion-acoustic nonlinear structures. In Section 2 we present a theoretical descrip-
tion of dust ion-acoustic shock waves and compare theoretical conclusions with
the experimental data. Section 3 is devoted to the description of the dust ion-
acoustic solitons. In Section 4 we discuss some possibilities of observation of the
dust ion-acoustic nonlinear structures and some applications. In Section 5 the
main conclusions are stated.

498



2. Let us formulate the main experimental results on shocks in complex
plasmas. The experiments [2] showed that:

(i) Dust ion-acoustic shocks are generated at sufficiently high dust densities
(under the experimental conditions of [2], at dust densities such that
€Z40 = ny0Zy0 [ 20.75, where g = —Ze is the dust grain charge, —e is the
electron charge, ng is the dust (ion) density, and the subscript O stands for
the unperturbed plasma parameters). In [2], the conclusion about the forma-
tion of a shock wave was drawn from the fact that the perturbation front
steepens as time elapses. At sufficiently low dust densities, the perturbation
front does not steepen but instead widens.

(ii) When the shock wave structure has formed, the shock front width
AE ~ Mc, /v . is described by the theoretical estimate, which is based on the

model developed in [1], where Mc; is the shock-wave structure speed, M is
the Mach number, c; is the ion-acoustic speed, v, is the grain charging rate.

(iii) The velocity of the dust ion-acoustic waves increases considerably with in-
creasing €Z,,.

In experiments [3], Nakamura et al. revealed that the most important feature
of dust ion-acoustic shocks in complex plasmas is the following.

(iv) In the absence of dust, the effect of the electron and ion charge separation
gives rise to oscillations in the shock wave profile in the vicinity of the shock
front, while the presence of dust suppresses these oscillations.

In this context, the requirement to the theoretical model is the adequate de-
scription of the relevant experiments. We use the so-called ionization source
model developed in [5, 6]. We note that under the ex-
perimental conditions of [2, 3], the ionization source term
in the evolutionary equation for the ion density should be
independent on the electron density [6]. Theoretical in-
vestigations have been carried out for the following val-
ues of the plasma parameters, which correspond to the
experimental those: the electron and ion temperatures
were equal to one another, 7T, = T; = 0.2 eV; the back-
ground ion density n;= 1.024- 10" cm™ was the same
for all series of simulations; the grain radius was
a = 0.1 um; the width of the rectangular initial
perturbation was 25 cm; and the excess initial
perturbed ion density above the background ion
density in the remaining unperturbed plasma was
Anidng = 2 (see Fig. 2 in [2]). The calculations were
carried out for different values of the parameter £Z,,.

In Fig. 1 (which is analogous to Fig. 2 from [2]),
we illustrate the time evolution of the ion density at Fig. 1

@
10¢cm
20cm
30cm

40cm

lon Density (arb. umts)

fon Density (arb units)
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different distances from the grid. The time evolu-

. XX
Pulee Speed "‘ tions (heavy curves) were calculated for €Z,, =0
g’ %1 (a) and €Z,,=0.75 (b). The light curves show
S do
g g the widening of the wave front (at €Z,, =0) and
. o
o @ its steepening (at €Z,, =0.75). This agrees with
the experimental data from [2]. The extent to
0

0 os | which the shock front widens was calculated to be
AL ~ Mc, /v, ~ 0.3 ms (see Fig. 1, b), which cor-

responds to that observed experimentally (see

Fig. 2, b in [2]) and also to the estimate obtained using the theoretical model of [1].
The initial perturbation evolves in such a way that its front velocity V, be-
comes nearly constant about 1 ms after it starts propagating through the back-
ground plasma. Figure 2 shows the dependence of the perturbation front velocity
(normalized to its value in the absence of dust, £ =0) on the parameter €Z,,.

Fig. 2

For comparison, we also plot the experimental points (crosses) taken from Fig. 5
in [2]. The calculated results are represented by closed circles. The agreement
between theory and experiment is quite good.

Now, we test our theoretical model against the experimental result (iv), which
was obtained in [3]. The experiments described in that paper were carried out with
a double plasma device, which was modified so that the dust component was pre-
sent in the plasma. The parameters of the dusty plasma were as follows: T, =
=1-15eV, T; < 0.1 eV, ng~ 10°-10° cm™, and the dust grain radius a = 4.4 um.
The unperturbed dust density ngq was varied from O to about ~10° cm™. Dust ion-
acoustic shock waves were excited by applying a triangular voltage pulse with
a peak amplitude of 2.0 V and a rise time of about 10 ps to the driver anode. The
calculations were carried out for different dust densities and for the following pa-
rameter values: T, = T; = 1.5 €V, ny = 2.3 10® cm™ (the ion background density
was the same for all series of simulations), and the dust grain radius a = 4.4 pum.
The width of the perturbation (Ax = 20 cm) and its shape were determined self-
consistently, in accordance with the method for exciting a shock wave. It should be
noted that Nakamura and Bailung [7] compared the theoretical and experimental
potential differences between the grains and the plasma under essentially the same
conditions as those prevailing in the experiments of [3]. They found that, although
the ion temperature in those experiments was significantly lower than the electron
temperature (T; << T,), the experimental results were best fitted by the curve calcu-
lated for T; = T,. They attributed this circumstance to the possible ion acceleration
to energies comparable to the electron energy. That is why, in our calculations, the
values of the electron and ion temperatures were taken to be the same.

In Fig. 3 (which is analogous to Fig. 3 from [3]), we illustrate the time evolu-
tion of the ion density at different distances from the grid. The time evolutions
were calculated for (a) ng = O (the electron density being n= 2.3 10® cm™) and
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(b) na = 1.46° 10* cm™ (the electron density being
neo=4.6- 108 cm™). We can see that the electron and
ion charge separation gives rise to oscillations in
the shock wave profile and that the dust suppresses
these oscillations, as is the case in the experiments
of [3]. The theoretically calculated rise time of the
shock front is about 5 s, which corresponds to the
experimental data.

Hence, the theoretical ionization source model
makes it possible to describe all the main experi-
mental results on dust ion-acoustic shock waves.

3. Let us discuss the possibility of the existence
of the dust ion-acoustic solitons in complex plas-
mas. The anomalous dissipation caused by the
charging processes means that the existence of
completely steady-state nonlinear structures is im-

lon Density (arb. units)

fon Density (arb. units)

8nin;=0.05 (a)

[ 8nuni=0.05 (b)

possible. In reality, this note is truth for any real e
system. However, in complex plasmas it leads to — T
qualitatively new results [4]. The usual considera- ¢ W gme.“f “ s
tion of a soliton assumes that the electrons are not

trapped by the potential well formed by the soliton. Fig. 3

However, this assumption is violated when the ine-

quality T >> L/vr, is valid, where 7 is the characteristic time of the variation of
the soliton field, L is the characteristic spatial scale of the soliton, and vr, is the
electron thermal velocity. In complex plasmas the characteristic time 1 of soliton

damping is determined by the relationship t ™

~V,, and the inequality T >> L/vr,

is fulfilled for for the most of dusty plasmas. Thus in the dusty plasmas it is nec-
essary to take into account the effect of adiabatically trapped electrons.

We have performed the following investigations.

0]

@

©))

We have studied the steady-state compressed solitons, which propagate with
a constant speed (Mach number) M, with taking into account the influence of
adiabatically trapped electrons. Here we neglect the dissipation processes re-
lated to the dust particle charging (below we use the notion "steady-state
soliton" for the solitons satisfying equations which do not take into account
these dissipation processes).

We have considered the evolution of the initial steady-state soliton (from the
previous item) in complex plasmas with taking into account the dissipation
processes related to the dust particle charging and absorption of plasma par-
ticles on dust.

We have studied the interaction of two different compressive dust ion-
acoustic solitons with the trapped electrons taking into account their damping
due to the anomalous dissipation.
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The main results of the investigation are '
the following. @
1) The properties of the compressive soli- .
tons with the trapped electrons are very differ- 1ty
ent from those with not trapped those (Boltz-
mann electrons). In particular, the maximum T T T T T
possible amplitude of the soliton with the
trapped electrons is much larger than that of
the "Boltzmann" soliton, while the region of
allowable Mach numbers for the former is
much wider than for the latter. This can be
seen from Fig. 4, which represents the depend-
encies of the maximum value of Mach number
M (@) and the maximum soliton amplitude Fig. 4
@oon Z,d=Z,n, /n, for the compressive soliton with the trapped electrons

(thin lines) and that with Boltzmann electrons (bold lines). This shows the prin-
cipal possibility to study experimentally the role of trapped electrons in the soli-
ton formation.

2) The evolution of the initial perturbation in the form of the steady-state
compressive soliton with the trapped electrons occurs in the following manner.
The soliton is damped due to the dissipation originating from the dust particle
charging processes. The speed of the perturbation decreases. However, at any
time the form of the evolving perturbation is similar to that of the steady-state
compressive soliton with the trapped electrons corresponding to the Mach num-
ber at this moment of time. This fact is related to small variations in the dust par-
ticles charges (less than several per cent from the equilibrium value).

3) After the interaction of two damped solitons,
‘ ) each perturbation has the form, which is close to

(b)

-
S

N s oo

\4_

€
o

-

o —]
-

Z4d

01 that of the same soliton perturbation propagating
1 individually from the beginning (not subjected to
° S — the interaction). This property is the property inher-
2 ® | ent in solitons. In Fig. 5 the interaction (a) of two
. - individual compressive solitons (b) and (c) with the
¢ 1 No#ow trapped electrons is presented. Grey and black lines
o] correspond to the soliton profiles respectively be-
——1 11171 fore and after the interaction at different moments

2+ (c)

of time z. At ¢ = O all the perturbations have the
° 1 LR form of the steady-state solitons.

Thus there is a possibility of the existence of

the dust ion-acoustic compressive solitons which

"% s e o 1w 1o aredamped and slowed down, but their form corre-

x sponds to the soliton one for the running value of

Fig. 5 their speed. After their interaction they conserve

1.
w30 2 18
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Active Rocket Experiment

Fig. 6

the soliton form. The role of trapped electrons in such solitons is significant.
These solitons can be called as "dissipative solitons".

4. Here we present some possibilities of observation of the dust ion-acoustic
nonlinear structures and some applications where their physics can be important.

(1) The idea of the formation of shocks related to dust charging in active
rocket experiments, which involve the release of some gaseous substance in near-
Earth space, was forwarded in [8]. The source for the charged particle release in
the ionosphere in these experiments is the generator of high-speed plasma jets.
The shock wave front is associated with the fore (border)-part of the jet propagat-
ing in the plasma of the ionosphere. Macro (dust) particles appear as a result of
condensation. Drops are charged due to their interaction with the ambient plasma
and the photoelectric effect. The optimum speeds of the jet are 10 km/s. The op-
timum altitudes for such experiments are 500-600 km. The scheme of the active
experiment is given in Fig. 6.

(2) The presence of dust in cometary coma can modify shock wave formed
as a result of Solar wind interaction with a comet [9]. The outer shock wave (bow
shock) can be considered as the dust ion-acoustic shock wave, because it is
formed as a result of the interaction of cometary ions with Solar wind protons.
For dust densities ny > 10° cm™ near the comet nucleus, charged dust particles
influence drastically the structure of the bow shock front. Its width is in accor-
dance with the theory of shocks related to dust particle charging.
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(3) The fact that the dissipative solitons have the properties very different
from those of the Boltzmann solitons can be helpful from the viewpoint of space
plasma observations and diagnostics.

Among the applications to industry the hypersonic aerodynamics should be
noted. The main problems of hypersonic flight in an atmosphere are associated
with generation of shocks resulting in high mechanical and thermal load on ele-
ments of an aircraft construction, sharp growth of drag force, and reduction of
ramjet efficiency. The desirable solution is the modification of properties of air
surrounding the aircraft. There is a possibility of the weakening the negative ef-
fects, which is related to the modification in shock propagation when plasma
methods (local heating and ionization of air surrounding the aircraft) are used.
However, dust (aerosol particles), which is formed as a result of condensation nf
air surrounding the aircraft modify also the shock behaviour.

5. Thus, an anomalous dissipation originating from the charging processes
results in a possibility of the existence of a new kind of shocks. The theoretical
ionization source model allows us to describe all the main results on the dust ion-
acoustic shocks obtained in the laboratory experiments. There is a possibility of
the existence of the dissipative dust ion-acoustic solitons. The dust ion-acoustic
nonlinear structures are important in different real and artificial objects of geo-
physical and space plasmas. Their physics should be taken into account in the
problems of hypersonic aerodynamics.

This work was supported by INTAS (grant Ne 2001-0391).
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SELF-CONSISTENT ELECTROMAGNETICALLY DRIVEN
LANGMUIR TURBULENCE IN OVERDENSE PLASMA

A. V. Kochetov, V. A. Mironov, G. L Terinal, M. V. Shaleev

Institute of Applied Physics, RAS, Nizhny Novgorod, 603950, Russia
'Radiophysical Research Institute, Nizhny Novgorod, 603950, Russia

Instability of steady-state reflection of an incident electromagnetic wave from the over-
dense plasma slab due to the excitation of strong Langmuir turbulence is observed by
means of computer simulations. Amplitude thresholds of dynamic regimes are specified
and structures of penetrating waves in stratified plasma are studied. It is obtained that the
penetration speed is determined by the growth rate of modulation instability and skin-layer
scale. Landau damping of Langmuir waves is found to be considerably large and it limits
the depth of penetration up to a few skin-layer scales.

Introduction

It is known that processes of modulation instability plays an essential role in
the formation of Langmuir solitons and the corresponding inhomogeneities of
plasma density (cavitons), which can modify strongly the real and imaginary parts
of electromagnetic wave effective dielectric constant [1-3]. This modification, for
example, leads to the penetration of incident electromagnetic wave through the
bounded layer of overdense plasma, what had been discussed in the frameworks of
steady state models with given induction approach [4, 5] for plasma bleaching in-
terpretation, while for fixed averaged electric field [2, 3] strong collisionless damp-
ing of electromagnetic energy in perturbed plasma was revealed. The study of self-
consistent penetration dynamics due to excitation of strong Langmuir turbulence in
overdense plasma layer emitted by the strong electromagnetic wave with prescribed
amplitude is specific features of presented paper.

Problem formulation, basic equations

We assume that the half-space O < z < L is filled by the plasma with unper-
turbed density ng(z) > N,, where N, = mw*/4me’, o is the wave frequency, m, e
are the electron mass and charge respectively. The plasma layer is irradiated by
the normally incident electromagnetic wave with given amplitude Eo(). Electro-
magnetic field in vacuum z < 0 combines of the incident and reflected wave with
amplitude E,, z 2 0 — transmitted wave E,. Density of plasma is modified in the
field by Miller’s force F = —T V|uf’, u = E/E, is the complex amplitude of the
wave, normalized to plasma field, E,,2 = 16nN,T, T is the temperature of electrons
(we seek the solution of the electric field in the layer in the form
E(x, 1) = E(x, t) exp(-iot)).

505



For the description of the field evolution in plasma the modified nonlinear
Shrédinger equation (NSE) is used
Ou 0’u Ju

l—aT-i-y-l--é-z—z-‘i'(So—n)u:O. (1)

It is written in dimensionless variables with units # = 2/w, x=\/3rd , 2= k=

=c/o, c is the light velocity, n = N, u = E,. We consider structures being the
periodic in the x direction with the period much smaller than their scale in the z
direction. In such case we can neglect by the longitudinal (z) component of the
field appearing due to density stratification along x axe. In the z direction the
standard boundary conditions of the continuation of the tangential components of
electric and magnetic field require in dimensionless variables that

e, =—le + 2ie(r) l 2=0» )

e, = ie lz:h (3)

where e¢ = u is the averaged electromagnetic field ( means the averaging over
period in the x direction) in the difference of total u, including both the electro-
magnetic and plasma fields, / is a normalized width of the layer.

We perform the analysis of (1)—(3) simulating the nonlinearity like for steady
state ponderomotive density perturbations [2] with additional term

n= |u|2 —|u|2 , )

keeping n = 0, because plasma density modification along x axes is considered
to be short scaled and so rapid comparing to field evolution.

The typical laws of the smooth turning on (at # = 0) and turning off (at z = #,)
amplitude of incident wave are fixed by the next formulas:

eo(t) = ep(1 — exp(= £1TyY), eot) = epexp(~(t—t)IT), To, Ty>> 1. (5)

We assume that the initial field distribution (u(x, z, £) = 0) to be uniform in
the x direction and to be linear skin-layer structure (n = 0) in the z direction excit-
ing of incident wave with amplitude ¢,.

After averaging (1) we get the equation for the electromagnetic component
e(2)

[
, 2 ul U 2

z%+gT§+sef,e=O, Eop =&+ |, &=1-n (6)

To close the system (1)-(3), (6) we suppose u(x,z)—e(x,z) is a smooth
function of z so (1) transforms to
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ou du d’e
i—+—+(g,—n)u=——-. 7
ot ox’ (80 =) 9z M
The set of equations (1)—(7) is solved numerically using the combination of
spatial mesh approximation and spectral methods. During simulations (7) we take

into account a spectral dependent damping of Langmuir waves as according well
known Landau formula, as modeling damping I'(k) = B*k*.

Numerical results

The calculations show that there are two thresholds for the steady state in-
stability depending on the incident wave amplitude: the first one for the devel-
opment of modulation instability in the skin-layer of an incident wave; the sec-
ond one for the wave penetration. For half bounded plasma layer (that is the same
for the layer with the width much more than the skin-layer scale) the first one
corresponds to the threshold for modulation instability of the electromagnetic

field in uniform overdense plasma ey = E,, = (|80|/ 2)"?. The second one is a bit
(less than 10%) larger than the threshold from analytical estimation of [4].
In Fig. 1 the typical profiles of electromagnetic field amplitude along z coor-

dinate (on the left) and of the total field along x coordinate (on the right) at sec-
tion x = 0 at developed stage of penetration are demonstrated.
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Fig. 1. @) t = 200, b) t = 250; €, = —0.025, eg = 0.2

The corresponding dynamics of real and imaginary parts of €, profiles is
shown in the Fig. 2. The dynamics of the penetration into the more dense plasma
is presented in Fig. 3, 4. Depending on the plasma density and damping parame-
ter 3, which controls the spectral dependent Langmuir waves absorption, the evo-
lution of the coordinate of the right boundary of stratified plasma region is shown
in Fig. 5. The collisionless absorption of Langmuir waves really can limit the
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depth of penetration up to a few skin-layer scales because the imaginary part of
effective dielectric constant is of the same order as the real one. Nevertheless the
time dependent transmission index, for example, for thick layer as Fig. 6, goes
beyond 10%.
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Fig. 2. Real part €, (on the left) and imaginary ¢€; (on the rigflt) of effective dielectric
constant at the moments: a) ¢ = 100; b) ¢ = 150; ¢) ¢t = 250 for gg= —0.025, eg=0.2.
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Conclusions

The modification of electrodynamics characteristics of stratified plasma due
to self-consistent electromagnetically driven excitation of strong Langmuir turbu-
lence leads to the penetration of electromagnetic wave, incident onto the bound-
ary of overdense plasma layer, deep into the plasma. The speed of density modi-
fication is determined by the growth rate of modulation instability and skin-layer
scale. Landau damping of excited plasma waves is found to be sufficiently im-
portant and limits the depth of the penetration in order of a few skin-layer scales.
The obtained results must be important, for example, for adequate theoretical
interpretation of experimental results for plasma bleaching [6] or artificial iono-
sphere modification by powerful radiowaves [7, 8].
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ELECTROAERODYNAMIC TURBULENCE
IN THE ATMOSPHERE AND ITS LABORATORY MODELING

E. A. Mareev, N. A. Bogatov, A. E. Sorokin, D. I. ludin,
V. Yu. Trakhtengerts

Institute of Applied Physics, Russian Academy of Science, Nizhny Novgorod, Russia

Study of generation mechanisms for short period electric field pulsations provides exten-
sive information on the turbulence under different atmospheric conditions and on electrical
processes in the atmosphere. Recent measurements in the surface atmospheric layer reveal
a frequency range where electric-field pulsations have a power-law spectrum under both
fair-weather and fog conditions; intra-cloud electric field balloon-borne measurements give
power-law spectra as well. Along with analytical treatment and computer modeling of
these spectra we have elaborated the principles of laboratory modeling for collective ef-
fects and electroaerodynamical turbulence in a multi-flow system containing highly
charged aerosol particles and performed the initial experiments. We can conclude that
spectral index of the electric potential fluctuations in the turbulent flow of the weakly ion-
ized air is close to —2. In the presence of the uncompensated space charge the potential
spectrum is slightly deviates from the power law. The performed experiments and their fur-
ther development seem to be helpful for understanding the nature of space charge structure
formation and lightning discharge inception in thunderstorms.

Introduction

The motion of weakly ionized disperse-phase medium leads to the electric
charge separation and generation of large-scale quasi-stationary electric field
(electric dynamo) [1] as well as to short-period pulsations of electric field, cur-
rent and space charge density [2]. Their study is of fundamental importance to
recognize global and local components of atmospheric electricity, to investigate
intra-cloud, cloud-to-ground and high-altitude discharge inception etc. Elec-
troaerodynamical (EAD) turbulence implies a mode of motion, characterized by
the mutual transformation of gas mechanical energy and electric field energy. In
the present paper we discuss different approaches to the theoretical description of
EAD turbulence, its laboratory modeling and experimental data demonstrating
EAD turbulence effects, including field measurements showing the aeroelectric
structures formation.

It is well known that turbulence in the atmosphere leads to Kolmogorov-type
spectra of wind and temperature fluctuations. More recently, the spectra of fluc-
tuations of electric field under different atmospheric conditions have been inves-
tigated. For the surface atmospheric layer recent measurements show that elec-
tric-field pulsations at frequencies 102°~1 Hz have a power-law spectrum under
both fair-weather and fog conditions, so that the spectral index varies in the range
from -2 to —3 depending on particular atmospheric state [2]. Several electric field

511



soundings through stratiform clouds and convective regions of mesoscale con-
vective systems, made with balloon-borne electric field meters and radiosondes,
have been also examined [3]. All these soundings demonstrate the presence of
fine structures in the electric field distribution, with characteristic spatial scales
of irregularities ranging from hundreds to tens of meters. Fourier analyses of the
measured in-cloud electric fields give power-law spectra that depend on the wave
number, with the spectral index close to —2 and with the transition to white noise
occurring for spatial scales shorter than 30-35 m.

We have started with the analysis of the mechanisms of spectra formation,
taking into account specific electrodynamical properties of thunderstorm clouds,
arising due to intensive multi-flow motion of charged particles (heavy charged
droplets, light ice crystals, etc.) Our studies to date have shown that a thunder-
cloud has the ability to self-organize. This self-organization is manifested as
small-scale electrical stratification, where intense electrical cells with the scales
of order of 10-100 m are generated [3-5]. The cells are of particular interest in
understanding cloud electricity because the electric field within the cells may
exceed the average field value substantially.

In addition, we have developed a model that deals with the analysis of a
nonlinear diffusion equation for electric field strength evolution [6]. Using this
approach, different parameterizations of inductive and non-inductive mechanisms
lead to different expressions for the charge separation current. Point discharge
dissipation current and turbulent diffusion current are also taken into account.
Stationary states and their stability have been investigated with the model. We
have found that a nontrivial stationary state is eventually stable with respect to
large-scale perturbations, but this large scale state has superimposed on it smaller
scale perturbations having characteristic scales that are dependent on the charg-
ing intensity parameters. The latter phenomenon has been considered numerically
under a more complicated four-component (ions-hydrometeors) model and ap-
plied to common thundercloud conditions. Characteristic scales of order of hun-
dred meters have been found for the perturbations of this nonequilibrium system.

Taking into account the random sources of external currents that describe the
charge exchange due to particle collisions, we get a Langevine-type equation for
electric field. In the framework of this equation and with reasonable assumptions
concerning the correlation properties of the source, we are able to get electric
field variation spectra close to the experimental ones we have found from the
balloon soundings.

Along with analytical treatment and computer modeling of respective field
experiments we have elaborated the principles of laboratory modeling for collec-
tive effects and EAD turbulence in a multi-flow system, containing charged aero-
sol particles, and performed the initial experiments. Their results are presented in
the following section of the paper.
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Experimental results

We have performed laboratory experiments on the study of EAD turbulence
in the weakly ionized flow. The scheme of the experimental setup is shown on

aerosol _ |
generator

double __]
probe

ventilator

Fig. 1. Scheme of the experimental setup

Fig. 1. The air was pumped along
the dielectric tube of 0.4x0.4 m’
cross section. The flow velocity has
been controlled with a help of the
grid under 1-5 m/s interval. The
ionization was provided with a co-
rona discharge system consisted of
25 needle pairs oriented orthogonal
to the airflow. In each pair the nee-
dles oriented opposite each to an-
other by their edges, were con-
nected to independent power sup-
plies of opposite polarities. The
relation of positive and negative
ions in the flow was controlled by
the change of voltage on the nee-
dles. The air conductivity was

measured by the resistance between two grids separated by 10 cm one from an-

other transverse to the airflow.

The dependence of ion density on the total current of corona discharges is
shown on Fig. 2. Distribution of the ion density along the flow in the assumption
that the ion mobility was equal 2 cm® V™'s™ is presented on Fig. 3 for the flow
velocity of 5 m/s. Dependence of ion density on the airflow velocity is shown on

Fig. 4. It is seen from these figures
that the ion density decreases in-
versely proportional to the distance
and increases directly proportional
to the flow velocity, which respects
to the recombination decay in a case
of a neutral ion plasma and to the
diffusion charge relaxation in a case
of a unipolar plasma.

Local measurements of the po-
tential were carried out with a help
of a probe represented a sphere of
1 cm diameter made from a cupper
wire of 0.3 mm diameter. Such
aprobe having an extensive effec-
tive collecting surface, at the same

10n concentration, cm™3

Fig.
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2. Dependence of ion density on the total

current of corona discharges.
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time ensures minimum airflow perturbation. A probe was attached to a glass-
made thick-walled tube, oriented across the airflow and penetrated through the
setup wall. A cupper wire connected a probe to the high-resistor amplifier input,
was put inside the glass tube.

L=196cm, -Uyy =2 35kV, Uie=3 KV, Ik = 10uA

...............................

Ni, 10°cm™

B T I
f e me e ey

o1 t H—t——tt+t+++

2 3
Vg, m/s

Fig. 3. Ion density as dependent on the Fig. 4. Ion density as dependent on the
distance from the ionizer (for the airflow airflow velocity (at the point separated by
velocity 5 m/s). The total current of co- 196 cm from the ionizer).

rona discharges was assumed to be 10 pA,

the ion mobility — 2 cm? Vs,

To minimize the capacitance between the connecting wire and ionized air
outside the tube a thin wire of 0.05 mm diameter has been used. The capacitance
of the probe, connected to the input of the high-resistor amplifier, was measured
according to the upper limit frequency transmission of the signal from the gen-
erator connected to the probe through the known resistance. It turned out to be
equal to 5 pF, which corresponded to the documented value of the input capaci-
tance of the amplifier. The distance from the ionizer to the probe along the flow
was equal to 2.5 m. Two grids noted above used for the conductivity measure-
ments, were situated at the distance of 1 m from the ionizer.

Supplying the voltage between these grids, we have introduced respective
perturbations into the airlow and observed their influence on the potential fluc-
tuation spectra in the flow. The signal from the amplifier output was digited with
a help of 12-digit AD converter. One time series length was equal 2" values with
a sampling rate of 1 ms. The spectrum was calculated on the base of measured
data arrays using the fast Fourier transform algorithm. The procedure of a pre-
liminary subtraction of the mean and spectrum smoothing with Hahn’s window
function has been applied. The examples of the spectra obtained on the base of
experimental data analysis, are presented on Fig. 5.
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The spectra presented correspond to the following parameters: the total co-
rona current is equal 2 MA, the airflow velocity is 5 m/s, the mean probe potential

is about zero, the voltage between the grids ¢ = 640 V for Fig. 5, a and ¢ = O for
Fig. 5, b.
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Fig. 5. Potential fluctuation spectra of the EAD turbulence in the airflow: a — in the pres-
ence of the external electric field, b — in the absence of the external electric field.

As a result of laboratory measurements we can conclude that spectral index
of the electric potential fluctuations in the turbulent flow of the weakly ionized
air is close to —2. In the presence of the uncompensated space charge the potential
spectrum is slightly deviates from the power law.

Superposition of the external electric field along the airflow on the partial
section of the tube of 10 cm long leads to the enhancement of fluctuation level in
the frequency from 0.5 to 50 Hz (with maximum of the effect on the frequencies
5-10 Hz). Upper limit of this range corresponds to the inverse path time of the
external field region by the airflow.

The following stage of this research implies the addition of aerosol compo-
nent into the airflow and comparison of respective EAD spectra with the results
of field measurements in the atmospheres.

Conclusions

We have elaborated the principles of laboratory modeling for collective ef-
fects and electroaerodynamical turbulence in a multi-flow system containing
highly charged aerosol particles and performed the initial experiments, which
seem to be helpful for understanding the nature of space charge structure forma-
tion in the atmosphere. As a result of laboratory measurements we can conclude
that spectral index of the electric potential fluctuations in the turbulent flow of
the weakly ionized air is close to —2. In the presence of the uncompensated space
charge the potential spectrum is slightly deviates from the power law.
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Superposition of the external electric field along the airflow on the partial
section of the tube of 10 cm long leads to the enhancement of fluctuation level in
the frequency from 0.5 to 50 Hz (with maximum of the effect on the frequencies
5-10 Hz). Upper limit of this range corresponds to the inverse path time of the
external field region by the airflow.

Analyzing these spectra and comparing them with generation mechanisms
for short period electric field pulsations provides extensive information on the
turbulence under different atmospheric conditions and on electrical processes in
the atmosphere.
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STOCHASTIC MODEL OF DUST PARTICLE
GROWTH IN PLASMAS

M. V. Shatalina

Institute of Applied Physics, Russian Academy of Science, Nizhny Novgorod, Russia

It is known from the experiments that small growing dust particles in plasma usually form
rather complicated resembling fractal clusters. We present a generalized ballistic model of
structure formation in dusty plasmas. We develop a numerical model of the growth of a
dust grain in plasma and examined its characteristics. The process of dust cloud formation
has been investigated as well. In the modeling we took into account different laws of inter-
action between dust particles. Numerical simulations provide the growth rate of dust parti-
cles close to experimental values.

Introduction

In the recent studies dusty plasma is a popular object of theoretical and ex-
perimental investigations. Under usual circumstances the dust grains accumulate
a negative electrical of the order of 10 to 10* times the charge of an electron, due
to the high mobility of the electrons as compared to ions. Sometimes the presence
ot dust can essentially influence characteristics of plasma that contains dust parti-
cles [1]. It is known from the experiments that small dust particles in plasma oc-
casionally form the fractal structure in the shape of cauliflower when growing
[2]. The state of the numerical and theoretical modeling of these dusty plasma
phenomena is less developed than the state of experiment up to now, and recently
has attracted great attention including particle simulation code development [3].
We investigated a growth rate for dust particles in plasmas under different cir-
cumstances and considered fractal properties of growing clusters. Also we dis-
cussed the application of the simple stochastic models of fractal clusters (so
named DLA-models) for dust structure formation. Macroscopic characteristics of
dust structure were examined.

Basic aspects

In our modeling we have generalized the common ballistic a growing model
of the Brownian cluster for of structure formation in dusty plasmas. We consid-
ered three-component plasma consisted of electrons, ions and dust particles. Dust
structure is characterized by its radius R, charge Q and N — the number of parti-
cles in a structure. The charge of structure Q can be estimated as Q = Cop, where
C = 2R - structure capacity [4], ¢ =T, / e — thermal potential of the structure.

Dust structure fractal dimension D can be approximated for N >> 1 by the
following equation:
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where a — radius of a small dust particle [5].
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Experimental observations [6] demonstrated the two regimes of dust grain
growth in plasmas (Fig. 1). We have focused on the first stage where radius of a
structure increases fast and linear and parameter of non-ideality of dusty plasma

r=Yu @)

kin

where U, and E,, is potential and kinetic energy of dust particles interaction.
In this case we can use the ballistic model with interaction.

Model

In the modeling we took into account different laws of interaction between dust
particles. Absorbing surface of dust particle leads to non-Debye potential [7]:

2
(p=(po|:1 % (1+ L ]9-2—+£exp(—L]:|. 3
2T;+7;L 2e|Q,| Jr* 1 T

Also we have taken into account another mechanism of dust particle interac-
tion — effective attraction. This effect may occur due to dust grain adsorption of
the plasma particles therefore the resulting interaction force is repulsive at short
distance and attracting at remote distance [§8].

We assumed that if the particle reaches the structure it will join the structure
under the influence of intermolecular forces and occupies a place near the closest
point of the structure. The distance between particles in the structure L = 2a, a =
=1+10 nm. Also we take into consideration that adhesion probability of a parti-
cle is less than 1. The penetration of small dust particles with high kinetic energy

to the growing structure has been specified to characterize various types of dust
materials.
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For the numerical calculation the time of growth can be estimated as:

T, = Nroralvdnl > (4)

str

where v, = n,0,,Vy, — dust frequency of collision (V7; and n; — thermal velocity
and concentration of dust particles, oy, = nR? — absorption cross-section of the
structure), N,y — total number of algorithm steps. Since the adhesion probability
is less than 1 we have N < N,,,,. From the other hand we can estimate the growth
time using simple theoretical approach. Let the rate of particle increasing in the
structure is

dN/dt=v,. (%)
From (1) and (5) we have
1
Roc (D2, (6)

Numerical simulation results

Using the following parameters of dusty plasma: 7, = 2eV, T;~ T, = 0.1 eV,
ne=n;=10° cm™, ny= 10°+10'° cm™ we have found the fractal dimension of the
dust structures

D=2.88+0.06, @)

which characterizes sufficiently dense packing of the cluster. For dust structure

radius temporal growth from (6) we have R oc ' '*7 | that is close to linear. Pa-
rameter of non-ideality becomes larger than 1 when dust structure radius reached
40 nm.

3-D view of a spherical dust grain in our model is presented on Fig. 2.

a b c

Fig. 2. 3-D view of dust grain simulation: a — structure starts growth, b — structure is
forming the fractal cluster, ¢ — fractal cluster for R = 40 nm (end of calculations).
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Conclusions

We have presented a model of structure formation in dusty plasmas as a gen-
eralized ballistic model of the Brownian cluster. In particular, we built a numeri-
cal model of the growth of a dust grain in plasma and examined its characteris-
tics. In the modeling we took into account different laws of interaction between
dust particles. The fractal dimension of the dust structures D = 2.88 + 0.06, which
characterized sufficiently dense packing of the cluster. The application of the
simple stochastic models of fractal clusters (so named DLA-models) for dust
structure growth is discussed.
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HOT ELECTRONS AT ELECTRON-ION COLLISIONS
IN STRONG LASER FIELDS

A. A. Balakin and G. M. Fraiman
Institute of Applied Physics RAS, Nizhny Novgorod, Russia

Electron-ion collisions in strong electromagnetic fields in non-relativistic and ultra-
relativistic cases are considered. Expressions for distribution on energies of the high-
energetic electrons, appeared due to collisions, hot electrons density and the rate of the
Joule heating are derived. The comparison with experiment is fulfilled.

Recent experiments on the strong (including relativistically strong) laser
emission propagation in plasma [1, 2] fixed the presence of the intense genera-
tion of fast electrons, distribution function of which has the power law of de-
crease and reaches oscillatory energies. Peculiarity of the last experiments, as
authors noted [1], consists in that spatial and temporal ranges of the interaction of
short-pulse (with duration from hundreds femtosecond and higher) laser emission
with transparent plasma are small, so collective phenomenon (turbulence) have
no time for rise. This is clear also from the physical consideration: there is no
caase for the development of such strong small-scale turbulence, which could
produce so many high-energetic (with energy of several MeV) electrons in trans-
parent plasma. To our mind the only possible mechanism of such electrons gen-
eration is the electron-ion collisions in ultra-relativistic laser field.

Traditional models of electron-ion collisions based on the account of only
small-angle scattering [3] can not explain results observed in experiment. They
predict lesser number of fast (hot) particles and more rapid law of decreasing of
their number in dependence from their energy in comparison with experimental
data. Formerly an alternative model of collisions description, including the ac-
count of the sufficient particles attraction during the scattering process, have been
proposed by the authors [4]. Application of this model results to description of
hot electrons generation at electron-ion collisions and comparison with experi-
mental data is the object of the present work.

In the beginning let us determine the range of laser emission parameters,
where the presented model is suitable. In further formulas electron temperature T
will be measured in eV, the power P will be in 10'® W/cm? frequencies in
10" Hz, concentrations n in 10'® cm™, all other values are in SGS.

Now let us return ourselves to the main narration. At first, plasma should be
cold in comparison with oscillatory energy

ek

(:)T<<6.7-105-£2—. (1)

VKLY, =
osc
ma, W,
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This is quite an easy condition and it is fulfilled practically for all plasma types at
interaction with the short laser pulses (especially on the first stage on the experi-
ment).

Secondly, the laser field intensity should be large enough for the characteris-
tic scale of the scattering b, to be small in comparison with oscillations radius

’;).\‘C

2
b =% «r =Y o «110-P, )

osc osc ®
vosc P osc 0

where p,. =eE/w, is the oscillatory momentum. This is rather new condition

never being considered in electron-ion collisions theory. It may be also rewritten
like the condition of smallness of the potential energy of the ion Coulomb field

. . . . . 2
on oscillations radius 7,,, compared with the oscillatory energy mv, .

To describe particles scattering in such regime (1), (2) let us use the fact, that
the particles collision happens in two stages [4]. In the beginning particle attrac-
tion to the ion (i.e., actually, variation of the test particles density) occurs at prac-
tically invariable momentum. Then the "hard" collision with strong change of
electron momentum, including the scattering on large angles and departure from
the Coulomb center, happens.

To determine the particle concentration before the last hard collision n(r)

one can use both the results of numerical simulation and/or results of the analysis
of mapping [4]. In both cases the dependence n(r) is singular:

a T
=n— YO t——1|, 3
nmp}n‘,( mo] ?3)

where p=4/x’+y’ is the transversal electron coordinate before the hard colli-

sion, a(v)2b, =e’Z/mv* is a some coefficient playing the role of characteris-
tics of the degree of particles attraction to the ion and having abrupt dependence
from the initial velocity v direction relatively v, .

The first term v, /v corresponds to traditionally considered particles mov-
ing along "rectilinear " trajectories. The second term a/p describes electrons

having experienced the strong attraction to the ion and changed sufficiently their
drift velocity. Note, that for every flight for the most of such particles one may
consider the scattering on the total velocity V =v+v,_(¢) like the small angles
scattering! Previously [4] such particles have been called "representative" elec-
trons.

The hard collision may be described by formulas from the Rutherford prob-
lem [6]. With accounting of the smallness of the drift velocity (1) momentum
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variation here is determined by the oscillatory momentum value at the collision
moment and by the impact parameter p:

b
A =~ 2 [ .
P =, *Po 0 “

At this it is proposed that collisions occur only in maximum of the oscillatory
velocity (it is the effect of bunching who provides this [4, 5]) and the collision is
momentary. The latter condition implies the limitation on the impact parameter:

PV, KT, @ P, . 5)

Otherwise velocity variation at the scattering is substantial and Rutherford's for-
mulas are not suitable. However, this limitation is not important, since energy
variation of such particles in strong fields (b, < r,.) is small in comparison

SC osc
with the oscillatory energy.
Relation (4) allows binding the particles distribution on impact parameters
with particles distribution on momentum variation in unity of time. Using the
distribution (3) we have:

b
f(p)=dn?pl, 2o ©)

osc
it is seen, that the dependence of particles distribution on momentum variation
from the first term in (6) corresponds to the law of decreasing ~1/p*. We

should remind, that this term has been derived for rectilinear trajectories. The
second term describing representative electrons decreases more slowly — like

~1/ p*. Note here, that the higher the degree of singularity in correlation func-

tion the slower law of decreasing in distribution on energy variation.

So, analysis of the particles distribution on energy variation allows to deter-
mine whether the approximation of rectilinear trajectories is suitable. If it is, then
the distribution on the momentum variation is one-dimensional and decreases like

~1/ p*. If the distribution decreases more slowly, then the small angles approxi-

mation is not suitable and the singularity is essential in correlation function.
From the relation of the kinetic energy and the particle momentum (m is the
rest mass of electron)

w:Wz{P”Zm, pme
cp, p>mc

it is easy to find the particles distribution on energy in accordance with formula
f(w)=f(p)pdp!dw for non-relativistic w <« mc?

b
va 0sC (7 )

Dosc (2mW)3/2
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and relativistic cases w > mc®
f(w)=8nn’mp}, 8
osc

We shall bring here the dimensional estimation of concentration of particles

veab,,,

n(w)= f T f (w)wdw with energies exceeding some limit in relativistic case for

the period of field, supposing w, cp,, > mc*:

Tw
In this relation particles energy w is in MeV, other values are in accordance with
agreement before (1). In particular considering number of gartlcles with energy
higher than 1MeV for plasma' with concentration 10 cm™ and volume
300x20x20 pum at the momentum duration of 10 ps, one find that the hot elec-
trons number is of the order of 10°Z particles (here Z >10 is the charge of ions
glasm:lall) and is coinciding sufficiently with experimental particles number
10

The reduction on 1 of power in (8) in comparison with (6)2 is connected with
the account of the axial symmetry of the electrons distribution after collision. In
reality, in experiments [1, 2] it is the distribution of particles having fly out in the
same direction that is measured, i.e., actually, the distribution function on mo-
mentum f (p) have been found in (6). With account of aforesaid, superimposing
theoretical dependence (6) on the experimental curve one can see the good coin-

cidence (Fig. 1).

n(w)lem>c'] =107 j_z ©)

101

Lo doubled oscillatory momentum 2p,

2

From the Fig. 1 one can once more
:\i\ Rt e come to a conclusion in benefit of the
Zw o > x n=7*10 "em” .. .
=N M1 Key seous collisional nature of hot electrons ori-
ol > o n=3+10"em’ . .. . .
Ze NS gin. At the collisional heating there is a
3 ”Q\’(.\ natural upper limit of the momentum
= TR (and, correspondingly, energy) varia-
g Universal tion which particles may get. This is
2 dependence
.

2

a.

o % corresponding to the experiment [2]
= g —'*km (Fig. 1) with energy about 2 MeV. We

Dt A see, indeed, the abrupt cutting (the de-
crease of the hot particles number) for
energies higher 2 MeV. Similar results
has been gotten also in [1].

Fig. 1. The comparison of the experimental
(Fig. from [1, 2]) and theoretical (full line,
(6)) dependencies of hot electrons distribu-
tion on energies.

! ThlS data correspond to experiment [1].
2 Remind, that in ultra-relativistic case energy and momentum are linearly bound
w=pc.

524



Results represented above are obtained in frames of the pair collisions ap-
proximation, when it is supposed that the probability of the simultaneous colli-
sion of third and more particles at the same point is negligible. The condition of
this approximation realization is the smallness of the interaction volume:

nV_ «1. (10)

int
Usually (without field) the interaction volume is estimated as V. =b3 , that

int
leads to evaluation

nb} <l nr)>1, (11)

where 7, =,/4ne2n/ mv? is the Debye radius. In strong fields the interaction
volume is V;, =0, ., that leads to condition:

g =vJeZ/E « ry. (12)

But this condition, obviously, may be derived form other considerations. Indeed,
new scale r;, arising at the account of particles attraction, is the scale, form

which the particle in oscillation get exactly into the ion (precisely +/2mr, , see

[4]). Effect of attraction will not be "washed off" by the neighboring particles if
this scale is lesser than the Debye shielding radius r,. Hence one again has the
condition (12).

So, the supposition about two types of particles being scattered (3) allows to
derive the expression for the effective frequency of collisions and hot particles
distribution on energies, which agree with experiment sufficiently. More over,
the account of "representative” electrons (singular part of (3)) is necessary for the
adequate explanation of experimental results. We should stress, that the using of
the description with only small-angles collisions account would lead to one-
dimensional distribution function of hot particles, that contradicts to the experi-
ment.

This work was performed under the support of RFBR grants No 01-02-
16575, 02-02-06005, RAS 1999 (6)-37.
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OPTICAL-FIELD-INDUCED IONIZATION OF THE GAS
BY THE AXICON-FOCUSED LASER PULSES

V. B. Gildenburg, N. V. Vvedenskii

Institute of Applied Physics, Russian Academy of Sciences, Nizhny Novgorod, Russia

Dynamics of the field and plasma at the gas breakdown produced by axicon focusing of
high-intensity laser radiation is studied with the effects of natural plasma waves generation
and reflected wave spectrum conversion taken into account.

We study in this paper the dynamics of the field and plasma in the discharge
column created by axicon focusing [1-3] of a high-intensity laser radiation in
homogeneous gas. We focus on the effect of the natural plasma waves generation
considered previously for other types of the optical and microwave discharges
[4, 5].

The spatiotemporal evolution of the electric field E = Re[E(r, 1) exp(—imt)]

is calculated numerically based on the vector wave equation for the slow time
envelope of the field E(r,¢) :

2’%“3 8V (V- E)+eE—-—[V><[V><E]]+rE 0. (1)

This equation takes into account the spatial and time dispersion and allows
us to describe the processes of resonance excitation and Landau damping of

Langmuir waves in the time-varying plasma. In Eq. (1), T" is the model dissipa-
tion operator: T'E= -iad’V(V-E), €=1-(N/N,)(1-iv/w@) is the complex
permittivity of the plasma, N, =m(o)2 +v? )/ 4mée’ s the critical density, v is
the electron collision frequency, a is the coefficient of order 1, k,=w/c,

8§=3 V; /o, V, <<c is the thermal electron velocity.

Gas breakdown is caused by the optical-field-induced ionization processes.
As an example we consider tunnel ionization of hydrogen atoms and determine
the time averaged ionization rate by the known expression

ON 3E, 2E,
at_4Q(N -N) a[E] p[_TEl} 2

Here E, =m'¢’[h*=5.14-10°V/cm and Q=me'/h* =4.16.10' s™' are the
atomic field and frequency units, and N . is the concentration of neutral atoms
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before the process of ionization. The parameter range we are interested in here is
the following: the wavelength A ~ 0.6—-10 um, laser pulse intensity § ~ 10—
~10" W/cm?, and the gas pressure p ~ 0.3—60 atm.

We consider the model of the axially symmetric discharge:
N(r,t)=N(r,t) produced by the rotating cylindrical wave with the complex

envelope of electric field E(r,t)=E(r, o, z,t) =E(r,t)exp(i¢+ik,zcos0)
(r,@,z are the cylindrical coordinates). Outside the plasma (r=R,
N(r2R)=0) the field is a superposition of the converging (incident) and di-

verging (reflected) TE and TM waves with a given angle of inclination 6 to the
axis of symmetry z . The incident wave is given by the axial components of elec-
tric and magnetic fields: E™ =C(t)H,® (korsin®), H™ =-icos@E™,

C(t) = Aexp (— (t-1,) / 12 ) , H® is the first-order Hankel function describing

the converging wave. The correlation between the amplitudes of these compo-
nents (the coefficient —icos0) is chosen so that the transversal components of
the fields in the absence of plasma are circular polarized and are the zero-order

Bessel function of radius r: E(r)=iE,(r)~ J,(kyrsin®). In the presence of
the plasma the transverse components are always circular-polarized at the axis
(E,(0)=iE, (0)).

Equations (1) and (2) were solved numerically in the space interval
0<r<R with the initial conditions: N (r,0)=0, E,(r,0)=iE,(r,0)=
=-2C(0)cot6J, (k,rsin®), E_ (r,0)=2C(0)J, (k,rsin6) and the following
boundary conditions: (i) the solution is analytical at r=0: E,=0,
OE, [or = dE, /ar =0, (ii) all field components (including E,) are continuos at

r = R (for detailed expressions and explanation see [6]).

It has been found that the scenario of the breakdown process depends greatly
on the convergence angle of the wave. If this angle is less than some critical
value 0, =25° the maximum plasma density N, ~ N6 that is less than the
critical one. However, at the angle exceeding the critical one, the plasma density
at the axis increases in the sharpening regime and passes the critical point, after
that the fast ionization wave containing the plasma resonance point at the leading
front propagates in the radial direction. The results of numerical calculations are
presented on Fig. 1 (0 = 6°) and Figs. 2—4 (6 = 30°) in dimensionless variables
ker>r, owt—t, E/E,—-E, N/N,=n for the parameter values:

Qlw=22, k08=\/§VT/c=O.02, v/©0=001, a=0.1, N, =15N,, 1,0 =100,
ww=50; in the case 8 = 6°: A/E, =0.0037, k,R=38; in the case 6 = 30°:
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A/E, =0.0204, k,R=4. At the given values of A, the maximum field at the

axis in the absence of plasma is the same in both cases: |E|,, /E, =0.1. The

above dimensionless parameters correspond to the vacuum wavelength
A =0.8 um, maximum pulse intensity S =3-10" W/cm?, pulse duration (at the

level of 1/¢) 742 =30 fs, and the gas pressure p = 60 atm.

0.06 0.06
L E

n ‘ [E|

0.05
0.04

0.04
0.02

0.03 f
0_00 0.02 " 1 " 1 " 1

8 0 2 4 6 8

Fig. 1. Evolution of the plasma density n(r, f) and the field amplitude | E(r,f)| at 6 = 6°.
Curves /-4 correspond to the time instants ¢ = 120, 130, 140, and 200, respectively.

The transition of the plasma density through the critical value at 6> 0,
(Fig. 2) is accompanied by the excitation of intense Langmuir oscillations, whose
amplitude reaches its maximum (twice as high as the amplitude of the unper-
turbed electric field at the axis) at the front of the ionization wave at r =1. The
oscillating character of the Langmuir field is clearly seen in Fig. 3. Figure 3, a
shows the profile of Re E (r) at ¢t =150, and Fig. 3, b presents the time behavior
of ReE (t) at r=1 (ImE,(r,t) behaves in a similar way). The wavelength of
Langmuir oscillations (the characteristic spatial scale of the field variations) in
the region where the gas is completely ionized is on the order of the radius of this
region and gradually decreases with decreasing plasma density (Fig. 3, a). The
oscillation period of the complex amplitude E, (z) (Fig. 3, b) is determined by
the frequency shift of the excited Langmuir oscillations with respect to the exter-
nal field frequency . The amplitude of these oscillations exceeds the maximum
field amplitude of the Gaussian pulse in the absence of plasma, |E,, (¢)|, shown

vac

for comparison in Fig. 3, b by the dashed line.
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Fig. 2. Evolution of the plasma density n(r,t) and the field amplitude |E(r,f)] at

0 = 30°. Curves /-9 correspond to the time instants ¢ = 80, 90, 95, 105, 110, 120, 130,
150, and 200, respectively. The dashed curve shows the unperturbed field |E,,. ()| (in

the absence of a plasma) at ¢ = #, =100.
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Fig. 3. Spatial and temporal behavior of Langmuir oscillations: a) ReE (r) at ¢ = 150
and b) ReE, () at r= 1. The dashed curve shows the time dependence of the amplitude
of the unperturbed Gaussian pulse, | E,, (¢) | atr=1.

The coupling of the excited Langmuir oscillations to an external electromag-
netic field (due to the presence of a fairly sharp boundary of the ionized region)
gives rise to the partial emission of their energy into the surrounding space, i.e.,
to the occurrence (along with the fundamental frequency component ®) of one

or several components at frequencies close to ®, ., = ,/47re2N g /m=1220 in
the spectrum of the cylindrical wave reflected from the discharge. In view of the
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1E-4 linear character of the "transition" reso-
nant excitation of Langmuir oscillations,

O0E+0 the intensities of the shifted spectral
ReG components are proportional to the in-
B4 tensity of the incident wave. This linear
parametric conversion of the scattered

2E-4 spectrum of an ionizing electromagnetic
wave (previously described in the model

Bin Sra 3(',0 —5%  of a thin gas slab [5]) is illustrated in

¢ Fig. 4 by the time dependence of the

Fig. 4. Time behavior of the amplitude quantity Re G(f) determining the ampli-
function ReG(¢) of the reflected TE tude of H.-component of the reflected
wave at large times. The curve illustrates Wave H N =G@H, Ok,r) at large
the radiation from the discharge at the times 7> 220 (after the end of the inci-
upshifted frequency @, ,, ~1.220. dent pulse), when the signal amplitude at

the fundamental frequency has already
substantially decreased, but the Langmuir oscillations still exist and continue emit-
ting. The transversal wave number at the frequency o pmax IS

ky = (0, /€)sin®, = \/(a) pmax /c)2 —kj cos’@ , that is the corresponding re-
flected cylindrical wave is inclined to z-axis at the angle 6 , >0
(cosB, = (0/®,,,)cos0). In the given numerical example, 8 = 30°, 6, =45° at

t =250 the intensity of the frequency shifted component is about 10™ of the
maximum intensity of the incident wave.

This work was supported by the Russian Foundation for Basic Research
(Grant Nos. 02-02-17271, 01-02-16575, and 02-02-06266) and Russian Academy
of Sciences (Grant Ne 1999 (6) — 37).
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CHARGED PARTICLE (CP) ACCELERATION
BY AN INTENSE WAKE-FIELD (WF) EXCITED IN PLASMAS
BY EITHER LASER PULSE (LP)
OR A RELATIVISTIC ELECTRON BUNCH (REB)

V. A. Balakirev, L. V. Karas’, V. L. Karas’, V. D. Levchenko',
M. Bornatici*

NSC "Kharkov Institute of Physics & Technology", Kharkov, Ukraine
'Keldysh Institute of Applied Mathematics of RAS, Moscow, Russia
2INFM, Dipartimento di Fisica "A. Volta", Universita degli Studi di Pavia, Pavia, Italy

In the present report the results from theoretical and experimental studies as well as from
2.5-D numerical simulation of both the plasma WF excitation by either REB or LP and the
CPWEF acceleration are discussed. The results of these investigations make it possible to
evaluate the potentialities of the WF acceleration method and to analyse whether it can
serve as basis for creating a new generation of devices capable of accelerating CP at sub-
stantially higher (by two to three orders of magnitude) rates in comparison with those
achievable in classical linear high-frequency (resonant) accelerators.

Collective methods of CP acceleration were proposed by Budker [1], Veksler
[2], Fainberg [3]. Budker [1] proposed the CP acceleration in self-stabilized rela-
tivistic electron beam; Veksler [2] suggested the method of ion coherent accelera-
tion by relativistic electron ring in longitudinally varying magnetic field; Fain-
berg [3] proposed the plasma—based scheme for CP acceleration by space-charge
waves in plasma and non-compensated beams. At present this is one of the most
promising methods for collective acceleration because the electric field amplitude
of the space-charge wave (SCW) in a plasma attains a maximum value

E . =1, /ny(4mnymc®)"* (2y-1)" (1)

(formula extended [4] to relativistic case) m is the electron mass; ¢ is the light
speed; Yy is the relativistic factor; n, is the maximum density in the SCW; the ra-

tio n,/ng is governed by the way in which the SCW is initiated.

The efficient methods for plasma wave excitation:

— PWGA - plasma waveguide accelerator: a) electron beam-plasma interac-
tion in magnetized plasma waveguide (beam-plasma instability); b) external ul-
tra-high oscillator — Fainberg and co-workers (since 1956);

— PBWA - plasma beat-wave accelerator: f — f, = f, (f; is the radiation fre-
quency, f, is the Langmuir frequency) Tajima and Dawson (1979 a detailed in-
formation concerning this and next references you can you see in [5]); in BWA,
an electric field of 1.8-10° V/cm and energy of accelerated particles of 20 MeV
were obtained C. Clayton, C. Joshi, C. Darrow, K. A. Marsh, A. Dyson, M. Everett,
A.Lai, W. P. Leemans, D. Umstadter, R. Williams, Y. Kitagava, T. Matsumoto,
T. Minamihata, K. Sawai, K.Matsuo, K.Mima, K. Nishihara, H. Azechi,
K. A. Tanaka, H. Takabe, and S. Nakai (1992, 1993);
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— SmLWFA - self-modulated laser wake-field accelerator self-modulation
of laser pulse (N. E. Andreev et al. (1992); J. Krall et al. (1993); T. M. Antonsen,
P.Mora (1992); P. Sprangle et al. (1992)). The most impressive results on
plasma acceleration of CP were obtained in the SmLWFA, i.e. an electric field
amplitude of 1.5-2-10% V/cm, an energy of accelerated particles of 100-300 MeV
(K. Nakajima et al. (1994); A. Modena, Z. Najmudin, A. E. Dangor et al. (1995);
D. Umstadter, J. K. Kim, E. Dodd (1996)). The extremely large acceleration gra-
dients generated by laser pulses propagating in plasmas can be used to accelerate
electrons. In the standard LWFA a short laser pulse, on the order of a plasma
wavelength long, excites a trailing plasma wave that can trap and accelerate elec-
trons to high energy. There are a number of issues that must be resolved before a
viable, practical high energy accelerator can be developed. These include Raman,
modulation and hose instabilities that can disrupt the acceleration process. In
addition, extended propagation of the laser pulse is necessary to achieve high-
electron energy. In the absence of optical guiding the acceleration distance is
limited to a few Rayleigh ranges, which is far below that necessary to reach GeV
electron energies.

— LPSh - laser pulse shaping (S. V. Bulanov, T. J. Esirkepov, N. M. Naumova,
F. Pegoraro, 1. Pogorel’sky, A. M. Pukhov (1996));

— RLPA - resonant laser-plasma accelerator: train of laser pulses with inde-
pendenly adjustable pulse widths and interpulse spacing (S. Dalla, M. Lontano
(1994); D. Umstadter, E. Esarey, J. Kim (1994));

— LWFA - laser wake-fields accelerator: the short laser pulse (T. Tajima,
J. M. Dawson (1979); L. M. Gorbunov, V.I. Kirsanov (1987)); for relativistic
strong pulse (S. V. Bulanov et al. (1989); P. Sprangle et al. (1990)). To achieve
multi GeV electron energies in the laser wakefield accelerator, it is necessary to
propagate an intense laser pulse over long distances in a plasma without disrup-
tion. The physics of laser beams propagating in plasmas has been studied in great
detail and there exists sample experimental confirmation of extended guided
propagation in plasmas and plasma channels. In addition to these issues, dephas-
ing of electrons in the wakefield can limit the energy gain. Spatially tapering
(2000-2002) the plasma density may be useful for overcoming electron dephas-
ing in the wake-field. P. Sprangle, J. R.Penano, B. Hafizi, R.F. Hubbard,
A. Ting, D. F. Gordon, A. Zigler, T. M. Antonsen proposed and studied guiding
and stability of an intense laser pulse in a uniform plasma channel and analyzed
the WF acceleration process in an inhomogeneous channel. The coupled ele-
ctromagnetic and plasma wave equations were derived for laser pulses propagat-
ing in a plasma channel with a parabolic radial density profile and arbitrary axial
density variation. For a uniform channel, Raman and modulation instabilities
were analyzed. For a nonuniform channel the axial and radial electric fields asso-
ciated with the plasma wave were obtained inside and behind the laser pulse. It
was shown that by optimally tapering the plasma density the WF phase velocity
several plasma wavelengths behind the laser pulse can be equal the speed of light
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in vacuum. A three-dimensional envelope equation for the laser field has been
derived that includes nonparaxial effects, WF, and relativistic nonlinearities. In
the broad beam, short pulse limit the nonlinear terms in the wave equation that
lead to Raman and modulation instabilities cancel. Long pulses (several plasma
A, wave lengths) experience substantial modification due to these instabilities.

The short pulse LWFA, although having smaller accelerating fields, can provide
acceleration for longer distances in a plasma channel. By allowing the plasma
density to increase along the propagation path electron dephasing can be de-
ferred, increasing the energy gain. A simulation example of a GeV channel
guided LWFA accelerator is presented. Simulations also show [6] that multiGeV
energies oan be achieved by optimally tapering the plasma channel.

— PWFA — plasma wake-fields accelerator: the short rectangular REB or pe-
riodic train of REBs (P. Chen, J. M. Dawson, R. M. Huff and T. Katsouleas);
blow out regime of PWFA (J. B. Rosenzweig et al. (1991)). In the PWFA an
electric field of 6:10* V/cm and energy of accelerated particles of 6 MeV (can see
in [5] reference J. Rosenzweig, D. Cline, B. Cole et al. (1988)); in blow out re-
gime of PWFA, energy gradients of 700 MeV/m were measured in the experi-
ment E-157 S. Lee, T. Katsouleas, P. Muggli, W. Mori, C. Joshi, R. Hemker,
E. S. Dodd, C. E. Clayton, K. Marsh et al. (2000); project "Energy doubler for a
linear collider" S. Lee, T. Katsouleas, P. Muggli, W. Mori, C. Joshi, R. Hemker,
E. S.Dodd, C. E. Clayton, K. Marsh et al. (2002) [7]. An intense, high-energy
electron or positron beam can have focused intensities rivaling those of today’s
most powerful laser beams. For example, the 5 ps (full-width, half-maximum),
50 GeV beam at the Stanford Linear Accelerator Center (SLAC) at 1 kA and
focused to a 3 micron spot size yields intensities of 10° W/cm® at a repetition
rate of 10 Hz. Unlike a ps or fs laser pulse which interacts with the surface of a
solid target, the particle beam can readily tunnel through tens of cm of steel.
However, as it is shown in [7] the same particle beam can be manipulated quite
effectively by the plasma that is a million times less dense than air! This is be-
cause of the very strong collective fields induced in the plasma by the Coulomb
force of the beam. The collective fields in turn react back onto the beam leading
to many clearly observable phenomena. The beam particles can be: 1) deflected
leading to focusing, defocusing, or even steering of the beam; 2) undulated caus-
ing the emission of spontaneous betatron x-ray radiation; 3) accelerated or decel-
erated by the plasma fields. Using the 28.5 GeV electron beam from the SLAC
linac a series of experiments have been carried out that demonstrated clearly
many of the above mentioned effects [7]. The results were compared with theo-
retical predictions and with two-dimensional and three-dimensional, one-to-one,
particle-in-cell code simulations [7]. These phenomena may have practical appli-
cations in future technologies including optical elements in particle beam lines,
synchrotron light sources, and ultrahigh gradient accelerators. As can be seen
from spatial distribution of excited WF [7], the electric field can attain high val-
ues only over very short distances. Therefore we think that the energy doubler for
a linear SLAC collider problem is not very realistic.
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An interesting result has been established by us [5]: for a certain relation
among the parameters of the plasma bunch magnetic field system, the hybrid
nature of the wake waves (which are excited by a REB in a magnetized plasma
and are a superposition of the surface and spatial modes) makes it possible to
increase the electron energy (EE) of the accelerated bunch to a value that is sig-
nificantly higher than the initial EE of the accelerating bunch (even when the
bunch is initially unmodulated in the longitudinal direction). We have discussed
2.5-dimensional numerical modeling on the formation of an ion channel as a re-
sult of the radial ion motion in self-consistent electromagnetic fields excited by a
train of REB. The parameters of the fully developed channel are determined by
the plasma-to-bunch density ratio and the ratio of the bunch radius to the skin
depth. The effective dimensions of the channel and its "depth" (i.e., the high ion
density at the channel axis) increase monotonically both in time and in the direc-
tion opposite to the propagation direction of the bunches. The formed ion channel
stabilizes the propagation of REB, which thus generate stronger accelerating
fields. The results of the wake-field excitation during the self-modulation of a
long REB has shown that the maximum electron density in the bunch becomes
comparable to the plasma density and the amplitude of the plasma density pertur-
bations becomes larger than the initial plasma density by a factor of 4.5. This
indicates a very strong modulation of both the bunch density and the plasma den-
sity. That is why, even in the above case of a low-density bunch (in which the
unperturbed electron density is about two orders of magnitude lower than the
plasma density), it is incorrect to describe the plasma in the linear approximation.
The amplitude of the longitudinal field is about 0.8 of the maximum electric field
that can be generated in the plasma, and the amplitude of the radial field is about
0.4 of the maximum possible field. This shows that the driven bunch needs to be
placed in the acceleration stability region. An important point is that the field
amplitude increases only over a certain distance along a REB; hence, it would be
of no use to operate with bunches whose length exceeds the distance over which
the longitudinal field amplitude is maximum, because doing so would provide no
additional increase in the excited wake field. The results obtained with allowance
for all possible nonlinearities give a better insight into the three-dimensional be-
haviour of REB in a plasma and may help to ensure the optimum conditions for
the wake-field generation during the dynamic self-modulation of the bunches.
The results of investigations of the excitation of accelerating fields by an individ-
ual REB or by a train of such bunches in a plasma (in particular, in the presence
of an external magnetic field) make it possible to evaluate the potentialities of the
wake-field acceleration method.

Further more, we discuss the physical mechanism for generation of very high
"quasi-static" magnetic fields in the interaction of an ultraintense short laser pulse
with an overdense plasma target owing to the spatial gradients and non-stationary
character of the ponderomotive force. Numerical (particle-in-cell) simulations by
Wilks et al. [8] of the interaction of an ultraintense laser pulse with an overdense
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plasma target have revealed nonoscillatory self-generated magnetic fields up to
250 MGs in the overdense plasma, that this non-oscillatory magnetic field is gen-
erated around the heated spot in the center of the plasma, the magnetic field gen-
eration being attributed to the electron heating at the radiation-plasma interface.
The spatial and temporal evolution of spontaneous megagauss magnetic fields,
generated during the interaction of a picosecond pulse with solid targets at irradi-
ances above 5-10'® W/cm® have been measured using Faraday rotation with pico-
second resolution, the observations being limited to the region of underdense
plasma and after a laser pulse [9]. A high density plasma jet has been observed
simultaneously with the magnetic fields by interferometry and optical emission
and a field value is consistent with field generated by the thermoelectric mecha-
nism (see for example [10]). In paper [11] the first direct measurements of high-
energy proton generation (up to 18 MeV) and propagation into a solid target dur-
ing such intense (5-10'° W/cm®) laser plasma interactions were reported. Meas-
urements of the deflection of these energetic protons were carried out which im-
ply that magnetic fields in excess of 30 MGs exist inside the target. In [12] we
solved numerically the problem of high-intensity, linearly polarized electromag-
netic pulse incident onto a collisionless plasma layer in a Cartesian coordinate
system in a 2.5-D formulation (z is the cyclic coordinate and there are three com-
ponents of the momentum) by means of COMPASS (COMputer Plasma And
Surface Simulation) code. The recent review [5] and references therein combine
a detailed information concerning COMPASS code as well as its possibilities and
applications. A general advantage of the complete numerical simulation consists
of the possibility of obtaining all necessary information concerning spatial and
temporal dynamics of both particles and self-consistent electromagnetic fields
without requiring additional data (reflection and absorption coefficients, changes
of either plasma temperature or different plasma parameters) for a given situation
concerning the interaction of an intensive electromagnetic pulse with plasmas.
We give only the external parameters, both the initial and boundary conditions
for particles and fields, and as results of a numerical simulation we attain all
characterictics of the plasma together with pulsed self-consistent electromagnetic
fields. The most characteristic feature of the action of an intense, normally inci-
dent electromagnetic pulse onto an ultrahigh-density plasma consists in a "well-
digging" effect. Worth nothing is the time-growing sharp nonuniformity of the
perturbed plasma layer in the transverse direction. As for the magnetic field, we
do not observe a change of its direction, but a significant time-variation of its
strength varies significantly in time. Hence, the magnetic field cannot be consid-
ered as quasi-static because it varies by more than an order of magnitude over a

time of 21m);i . The magnitude of the "dc" magnetic field is ten times as low as the
maximum magnetic field. One should note that in [8, 12] the numerical simulation
has been made under very optimal conditions: a uniform plasma density makes it
sure a own plasma oscillation resonance with a longitudinal modulation density of
particles in a wave as well as a maximum frequency of nonlinear Tomson scatter-
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ing spectrum. In experiments, instead, a plasma inhomogeneity is very essential,
with the result that resonant conditions are fulfilled only in a small plasma region.
Subsequently to the interaction pulse, only the "dc" magnetic field exists, as meas-
ured in the underdense plasma region in [9]. On the basis of the formula:

B, (MGs) = 4.2- (102 1(W/m*))"* (A(um))™ 2

(where I is the intensity of the incident laser radiation) one obtains a "de" mag-
netic field magnitude of few MGs for the experimental parameters of [9], and a
few tens of MGs for the experimental conditions of -[11]. A difference still on
order of value is conditioned that at such intensities only 10% of the incident
laser radiation is absorbed in agreement with [13]. By means of a 2.5-
dimensional numerical simulation on the macroparticles method it is possible to
find the magnetic field spatial and temporal distribution without making use ofan
adapted parameter, in contrast with the conventional VaVT mechanism (see for
example [10]). On the other hand, the theoretical model for the generation of a
magnetic field proposed by Sudan [14] does not appear to be appropriate, this
model being valid for a very large ratio of plasma density to critical density and
when the VAVT contribution is not relevant.

The work was supported in part by the Cariplo Foundation (Como, Italy)
and INTAS project # 01-233.
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BOHM CRITERION FAILURE AND PERIODIC OSCILLATIONS
OF THE PLASMA SHEATH IN NONSTATIONARY PLASMAS

Ya. Z. Slutsker, Yu. P. Bliokh, J. Felsteiner, and P. M. Vaisberg

Department of Physics, Technion — Israel Institute of Technology, Haifa, Israel

The plasma sheath resonance and its instability were found to be in certain disagreement
with theoretical assertions based on the Bohm criterion. Powerful RF oscillations appear in
the discharge circuit when the Bohm criterion is not satisfied.

The significance of the Bohm criterion is clear because it determines the
plasma-sheath formation near the walls. This criterion states that for the formation
of a stationary sheath the ions must arrive at the sheath edge with velocity v, 2 c,,

where c, is the ion sound velocity. This criterion is widely used as a boundary

condition at the sheath edge. It is used there in its marginal form v, = ¢, [1].

The results of experimental and theoretical studies of a low-pressure pulsed
hollow-cathode discharge are presented here. We studied the dynamics of the cath-
ode sheath and probes located in the discharge plasma. A number of phenomena
have been found to be in certain disagreement with statements and calculations
based on the Bohm criterion. A sketch of the experimental setup is shown in Fig. 1.
The results presented here were obtained mainly with an open cylinder with
13.5 cm diameter and 17 cm length. It was filled with He up to 80~100 mTorr. When
necessary other gases and cylinders were used. We interpret the voltage across the
discharge as a cathode fall because the anode fall together with the plasma fall were
very small. For the plasma diagnostics we used single and double floating probes and
a multigrid plasma analyzer. The microwave cutoff method was employed. The
plasma analyzer was located at the cathode wall. For a more detailed apparatus de-
scription see [2-4]. The discharge driving current was varied in the range of 5-100 A.
The corresponding plasma density was n, ~ (0.5-10)-10"" cm™. The electron tem-

perature was about 7-8 eV. The time needed to fill the device with plasma due to
ionization never exceeded 0.5 ps. This means that the plasma density almost instantly
followed the discharge driving current.

The discharge current pulse is shown in Fig. 2 (bold line). It is seen here that
the driving current kept almost constant during the pulse. The voltage fall across
the cathode sheath is shown in Fig. 2 (dashed line). It is clearly seen that the
cathode fall voltage reduces by about three times till it achieves the steady state,
from about 2 kV to 700 V. The time needed to achieve the steady state, which is
about 0.5 s, is remarkably longer than the ionization time (~10 ps). A similar

transition period was found in the probe measurements. In Fig. 3 we show the
scope trace of the single probe saturation current. It reaches the stationary value
during about 15 ps in a non-monotonic way.
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Fig. 2. Driving current (bold line),
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Fig. 3. Ion saturation current of single
(bold line) and double (dashed line) probes.

Another remarkable phenomenon appeared when we increased the discharge
driving current. Above a certain threshold (typically 12—-15 A) the cathode sheath
became unstable during the transition period [2, 5]. This instability induced a
strong RF current in the discharge circuit, which is very well seen in Fig. 4. The
value of this RF current could exceed the discharge driving current by several
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times, up to 5.5 times. These oscillations were indeed sinusoidal and their fre-
quency was about (0.6—0.9)w,, where ®, is the ion plasma frequency. The

whole range of measured frequencies for all tested cylinders and filled gases was
from 15 MHz up to 100 MHz [6]. This frequency did not depend on the external
circuit, cathode or anode materials, anode size or location, etc. The only require-
ment to the external circuit was to close the way of the RF current, e.g. with a
capacitor shunt between the anode and the cathode (see dashed lines in Fig. 1).
Its capacitance should exceed a few hundred pF and it did not have any influence
on the frequency.

320 4——t ‘ - ‘ The gas pressure below a certain
2t0 t  value did not play any role but above that
critical value the threshold for the insta-
bility rose steeply. We found out that the
product PD, where P is the pressure and B
is the cylinder diameter, kept constant and

Current (A)
8

80 . depended just on the sort of gas. For He it
1601 1 was about 2.5, for Xe ~ 0.3, for other no-
P ] : 5 . ble gases (Ne, Ar, Kr) it was somewhere
Time (us) in between. This critical pressure corre-

sponds to the ion-neutral collision fre-
Fig. 4. Discharge driving current with quency, which is approximately equal to
RF instability. o, [2,3].
As we noted before, the anode itself and the quasineutral plasma parameters
did not have any influence on the instability. Consequently just the cathode
sheath could be "responsible” for this phenomenon. The experimental evidence
that the cathode-fall voltage collapsed to the plasma electron energy during each
oscillation cycle was obtained with the electrostatic plasma analyzer [2]. Indeed,
when this RF instability appears, in certain phase of the RF oscillations the
plasma electrons start to penetrate into the
cathode sheath up to the cathode wall /\

(Fig. 5, b). It means that at this moment N /,/\UU\//\/ a
/ ~ T

the cathode fall was reduced to the energy

of the plasma electrons, which is much \ \f \ \} y b
less than the cathode fall. Moreover the e e

maximum of the ion current corresponds ANNANNA /\ ¢
to the minimum of the cathode fall as it is / \/ '\\// \/W\/ S\
seen in Fig. 5, a. This means that they are o

in opposite phases. This is understood Time (20 ns/div)

qualitatively because the RF frequency is
about ®; and the ion inertia must be taken

Current

)

Fig. 5. Scope traces of: a) the ion

) . ] current to the analyzer; b) the electron
into account. Note that it is impossible t0  current to the analyzer; c) the RF

obtain a sinusoidal RF component of the current.
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discharge current (Fig. 5, ¢) by combining the electron and ion currents which are
conductive currents. This means that there should be a significant additional reac-
tive RF current component through the sheath.

Recalling that this instability appears just during the transition period T, , we

found out that this 7, depends on the ion mass M and on the cylinder diameter
D. Namely it is approximately equal to the time needed by the ion sound to
propagate across the cathode radius: T, = D/ 2c,, ¢, =4|T,/M , where T, is the

electron temperature [6, 7]. Note that this is also the time needed to accelerate the
ions coming from the plasma volume to the walls, base electrodes, probes, etc. It
is understood that when plasma appears instantly, like in our case, this time is
needed for the stationary ion flux formation. Therefore during this transition pe-
riod the Bohm criterion v, = ¢, should not be valid. As it is shown in Ref. [1] the

plasma ions are accelerated because a small amount of the whole potential fall
penetrates into the bulk plasma. The value of this amount is about 7,. The dis-
tance of this penetration may be different in different cases. When the plasma
size is much larger compared to the electrode size, say a miniature double probe,
this distance may be considered as the probe size. In case of large electrodes
comparable to the plasma size, say the single-probe base plate or the cathode
cylinder itself, this distance is the plasma size, which is the cylinder radius.
Therefore the time needed to achieve a stationary current in case of a large elec-
trode should be much longer than for the small electrodes of the double probe.
This is clearly seen in Fig. 3 (dashed line).

Concerning the RF instability one may assume that when the Bohm criterion
is not satisfied something like unstable resonance should appear in the cathode
sheath near the ion plasma frequency. On the other hand theories concerning the
plasma-sheath stability near a negative wall ruled out even a stable resonance
near ; [8]. The point is that these theories included the Bohm criterion as a
boundary condition. So to explain the RF instability (and probe distortions as
well) we derived a theory which includes the temporal evolution of the ion ve-
locities at the sheath edge from a low valve up to ¢, [4].

Qualitatively the plasma sheath consists of three regions. The first one is a
quasineutral plasma. The potential fall here does not exceed A@~T,/e. Then
follows a narrow area where the electron density falls down abruptly. The poten-
tial fall here is also a few 7, and is much lower than U . The width of this area
does not exceed a few r, , where r, is the electron Debye length. The third re-

gion is an electron-free sheath. It is electron free because the cathode fall U is
much higher than 7, .

The ion motion in the electron-free sheath is described by the well-known
Llewellyn equation (1). To derive the boundary conditions we will make a sim-
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plification, which is shown in Fig. 6. In the plasma body we put n, =n, =n,. It
means that here the electric field E =0 and therefore in our model A@=0 in a
quasineutral plasma. However, this electric field has to accelerate the plasma ions
toward the sheath edge. The role of this electric field in our model will be simu-
lated with a given ion velocity function v,(z) . This function grows up monotoni-
cally to its asymptotic value ¢,. We will eliminate the second very narrow area
and introduce instead a potential discontinuity A¢ and a step-like fall n, 0.

Then the set of equations (1)—(4) can be written, describing the ion motion in the
electron-free sheath [9]:
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Fig. 6. Idealized plasma sheath

541



In the above equations x(z) is the ion position inside the sheath and j(z) is

the total current density through the sheath. The main difference of our model
compared to all others is that in our case the ion velocity in the sheath entrance
depends on the sheath boundary motion. It happens because we introduced the
finite potential discontinuity A@ . This is clearly seen from the energy conserva-

tion law:

V(1) = v, (1) + \/2‘#+ W)=V, (1)) - 5)

Namely this dependence is "responsible” for additional reactive currents and the
resonance creation.

To compare the experimental and theoretical data these equations were
solved numerically. Two kinds of solutions were obtained. The first one corre-
sponds to the case when the current through the sheath is limited by the external
circuit, which is typical for any discharge power supply. The transition period
corresponds to about 10 ps, which is quite reasonable. Also the voltage drops
down similarly, i.e. about 2.5 times. The second one corresponds to the case
when the voltage across the sheath is kept constant. This is typical for probe
measurements. A reasonable agreement with experiment was obtained here, even
the current minimum is located in the "correct" place (see Fig. 3). The point is
that in order to get this quantitative agreement we had to insert in our computa-
tion a non-zero initial ion velocity. Its value should be somewhere in range
(0.3-0.5)c, which is comparable to the ion thermal velocity.

In order to study further the RF instability one should regard the sheath as
stationary at any moment. Then the linear current density response §j to a small

harmonic perturbation of the cathode voltage 8U = Z(®)3j should be calculated,
where Z(w) is the sheath impedance. The value of Z(w) was derived from Eqgs.

(1)-(4). It was found that the
resonance in the sheath imped-
ance appears by just considering
the finite energy spread of the
incoming ions. This is reasonable
because any energy spread of ions
causes the ion current to pulsate
when the ions penetrate through
the moving energy step A¢@. The 0 025 050n Py
real and imaginary parts of the
sheath impedance are presented in
Fig. 7. It is seen there that the

resonance appears when the tran- gy 7, The real (bold line) and imaginary
sit angle 6 =0.77: (dashed line) parts of the sheath impedance.

(=]

(syun -que) ( §)ZWy

ReZ(0 ) (arb. units)

Transit angle 0
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1/4
o[ 8¢°n, U
L\ (6)

0=— 2
o, M

1

and this resonance is unstable because ReZ(0.7m) <0. This is in a reasonable
agreement with the experiment, which shows the opposite phases of the RF volt-
age the ion current (Fig. 6). Inserting the plasma and the discharge parameters in
the transit-angle formula of Eq. (6), it is easily seen that 6 = 0.7n corresponds to

w~

0.7, which is also quite reasonable.
This hollow-cathode device was used to construct a powerful pulsed RF os-

cillator [10]. Four different oscillators have been tested and the following results
were obtained:

10.

1. Max RF power (pulsed) 120 kW
2. Max efficiency 30%
3. Max RF pulse duration 13 ps
4. Max repetition rate
limited by our power supply 300 Hz
estimated as ~10 D/cg approx. 7 kHz
5. Optimal loading 50+20Q
6. Whole frequency range for 4 tested oscillators 25-57 MHz
7. Level of harmonics (5-7)%

To conclude we can state:

(a) In pulsed plasmas the Bohm criterion is not valid during the period
needed by the ion sound to propagate across the plasma.

(b) The Bohm criterion failure causes plasma-sheath instabilities and probe
characteristics distortions.

(c) A powerful, pulsed RF generator was designed using the plasma—sheath
instability.
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THE PARAMETRIC INSTABILITY
OF THE CYCLOTRON RADIATION
IN REACTIVE ELECTRON MEDIUM

M. A. Erukhimova, M. D. Tokman
IAP RAS, Nizhny Novgorod, Russia

The effect of the simultaneous amplification of two waves due to their parametric cyclo-
tron interaction with modulated ensemble of nonresonant particles is investigated. The
mechanism of energy exchange between field and particles in this effect is clarified by
solving of nonlinear equations of particle motion in the wave field in one-frequency frame
of references.

Introduction

This work continues theoretical investigations of unusual regimes of genera-
tion of coherent radiation by ensembles of classical charged particles started a
few years ago. In these new regimes the simultaneous amplification of two HF
waves is provided by their parametric cyclotron interaction with modulated elec-
tron ensemble which is stable against generation of these waves separately. The
main interest was attracted by so-called maser without inversion (MWI) [1-4],
classical analog of quantum effect of inversionless amplification [5]. In this re-
gime the parametric instability of two HF waves is due to their interaction with
modulated ensemble of resonant particles, i.e. such particles that stay in cyclotron
(or Doppler) synchronism with HF waves during interaction, so that there is ef-
fective energy exchange between these particles and waves. Unlike the usual
maser in MWI the distribution function of electrons is "noninverted" at the reso-
nance, but modulated, so that bichromatic (not monochromatic) field is amplified
due to optimal synchronization of the beats of HF waves with periodic "inver-
sion" of distribution function.

This paper is devoted to the investigation of another interesting regime of
such parametric instability. It is the amplification of bichromatic cyclotron radia-
tion in the absence of resonant particles [2]. The second regime in contrast to the
first one where the amplification mechanism corresponds to the parametric inter-
action with modulated active susceptibility can be named as the amplification in
reactive medium. To avoid contradictions with common sense the term reactivity
must be applied to the medium without modulation, besides it should be taken
into account that in the medium with spatial or temporal dispersion the modula-
tion of any parameter leads to the complex response.

The scheme

The effect of amplification of coherent radiation by ensemble of nonresonant
particles was revealed in paper [2]. In that particular scheme two Brilluin compo-
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nents of the waveguide mode with the same transverse structure (with respect to
the constant magnetic field B =z,B,) and different (but close) frequencies

2
E= ZE jexpik, x + ilqI ;2—i0;t), that are resonant to the electrons with momen-

tum components plf , pY at the first harmonic of the cyclotron frequency

eB,

o=
meyy

+ Iﬁl jv“R , interact with ensemble of electrons with momentum compo-

nents close (but not equal) to the resonant values. The electron ensemble is de-
scribed by the unperturbed distribution function, modulated on the longitudinal
coordinate at the initial moment providing the parametric coupling of HF waves

£ =1s(pyp P2 12)+ £ (P P2 12)c0s (@, +(Ky Ky, )2)- The analysis in [2] was

based on solving in linear approximation of kinetic equation in truncated vari-
ables, which submit under the resonant approximation to the equations of
“nonlinear pendulum”, and wave excitation equations with resonant harmonics of
the current, expressed in terms of the distribution function. It was shown that due
to the specific dependence of synchronism detunings on momentum which takes
into account both relativistic cyclotron detuning and Doppler shift:
A; =0, —eB,/mcy—k;,v, it is possible to set such modulation of distribution

function in vicinity of common resonant point plf, pY, that particle density in
momentum space expressed via A, and A, will oscillate in opposite phase. The
dependence f,, ( P pL /2) must be the antisymmetric function of ( P - pf ):
fu ( p-pip. /2) =—fu ( pf-pppi! 2) . As consequence the oscillations of

corresponding susceptibilities (medium responses on the first and second field)
will be "antiphase". Then if all particles are out of the resonance with waves
(there is no partial synchronism), i.e.

Aj(p",pl)t>>1, ¢))
but there is parametric synchronism
R
(k= ko ) (-3 ) <<, @

the parametric coupling of two waves will assume their simultaneous amplifica-
tion. The linear increment of such amplification is found in [2].

The mechanism of energy exchange

The result of linear kinetic theory [2] does not make clear the mechanism of
energy exchange between dichromatic field and electrons in the absence of par-
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tial synchronism. Note that this effect is accompanied by amplification of two
waves simultaneously but not by scattering from the field of one frequency to
another, as in standard induced scattering, where the energy exchange is con-
nected with the frequency transformation in scattering process. In order to clarify
this effect we solve nonlinear equations of particle motion going to the accompa-
nying frame of references where the frequencies of two waves are equal, thus
excluding the interpretation of this energy exchange as change of photon energy
in scattering process.

Consider two circulary polarized waves propagating for simplicity along the
constant magnetic wave. So the electric and magnetic field can be written as:

E=ReeE(z)e™, B=ReeB(z)e™ +Byz,, E(2)=E, (e +e*™),
B =—(c/®)dE(2)/dz , e, =X, +iy,. Consider the relativistic equations of parti-
cle motion in this field

d ~iot € —iot
Ep =Re {—-eE(z)e+e —;[V,B(z)e+e + Boz.]}

with initial conditions: p,(r=0)=RB’=my,V’, p,(r=0)=P] =my,V},
z(t = O) =Z, . Suppose that momentum components of relativistic particles are
close to the resonant values so that resonant parameter is large:

2
R=g—m—>>l
C By

and Doppler shift is much smaller that cyclotron detuning:
[kvy] <<|ao|
Here A, =w-eB,/mcy . Since the electron is not resonant to the field, so that

tA, >>1 (see condition (1)), the electron makes large number of oscillations in

the wave, so its motion can be presented as superposition of slow part and term
oscillating in the wave field:

p= (17| + 13")20 + Re(P, + p, )e, exp(—ieByt/mcy,) .

The aim is to obtain that the averaged over large number of oscillations energy of
electron changes under action of the standing wave and to get that the full energy
of electron ensemble decreases.

546



We develop the theory of successive approximations. Setting the wave am-
P AR A

plitude to be rather small so that
Yo mc A c

<<1, we can write

E(2)= E(Z)+§aE( )

, Where Z = Vi|°t +2y, z=Z+&. In linear approximation

the averaged values for squared oscillating parts of momentum are found:

(5i)='|Eo[ 'VI A - (1-cos(24z +4,)), 3

<| 1’3L| > 2|E, (2+1sz2 2R)(1-cos(2kZ +¢,)). )
In the square approximation we derive the equation for slow longitudinal motion:

dP [dt = ~R2¢* || [(vymeA, )sin (2kZ +@,) )
and for the slow variation of the amplitude of gyro-rotations:

|P.[*dr = (2kvie? |E[* /3 )sin2KZ +0,) (R® +2R). ©6)
Then it becomes possible to find the expression for the evolution of electron en-

ergy averaged over large number of oscillations in wave field in the square ap-
proximation:

( ~?’2;y—{ |2+§;’ﬁ2+%<linlz) jt<l’n )} @)

It can be found from (3)—(7) that the change of transverse energy is 4w/A, >>1
times larger than change of longitudinal energy. In tern averaged transverse en-
ergy consists of energy of gyrorotations w' and averaged oscillatory energy

5). Their tme derivaives ow: Al (26)
(w,). Their time derivatives E;WLI oc( 2R)[ o a(z ),

dt 0z

The remainder of this compensation defines the change of full electron energy:

d ~_0.)_fz_|vj_o|2 i 2
L0 =g Ll (v 2o (2)). ®

E|'(Z
4 W, Yo (R*-2R M approximately compensate each other.
L ||o




So we have found that the alteration of the mean electron energy under ac-
tion of the standing wave is not zero unlike more simple situations, for example
system without magnetic field, where the full electron energy is the integral of
particle motion in the field with time-independent amplitude. Taking in to ac-

count periodic dependence IE |2 = 2[Eo |2 (1+cos(2kz+¢,)) we can see from (8)
that the sign of energy change is constant if kVjz <<1. (It is the condition (2).)

This sign depends on the sign of synchronism detuning. If A, >0 the energy of
particle decreases if it moves in direction of stronger field. In this case the de-
crease of energy of gyro-rotations prevails over increase of averaged oscillatory
energy. If A, <0 the situation is opposite.

Now the role of modulation of electron ensemble on the longitudinal mo-
mentum becomes obvious. If at every position Z electrons moves with the same
longitudinal velocity (no modulation) number of electrons receiving and losing
energy are equal. But setting the initial modulation on z of longitudinal velocity
of electrons in ensemble in correspondence with spatial dependence of field am-
plitude, so that @, =@,, +7/2+SignA, (¢, - phase of modulation) the de-

crease of the energy of electron ensemble due to its interaction with nonresonant
wave field is obtained. It is worth to note, that if A; >0 the source of field am-

plification is energy of gyro-rotations, but if A, <0 the source is averaged en-

ergy of transverse oscillations in the wave field. The calculation of the evolution

d(w
of energy of electron ensemble by the formula ——E—l——):
t

AL lawW(P. Pz, P ’
=J.df"ﬁd| ll (% M f(; 1|T)’| LI +fM ]—'ﬁo’.—_—| ll cos((pM +2kz0) =
2 at 2 2
v
=-—p.|E0|2 gives the same result for increment p,:gf_g)_ll_zl
my} ¢

as that obtained in [2] from linear theory.

P AR RN
I;,Zf“[”"’T]_d”dT

Paying our attention on energy exchange during nonresonant interaction
when Ayt >>1we missed that during short time period A <1 the standard

mechanism of energy exchange between wave and still synchronized particles
works. It is important to compare two quantities: the energy extracted from the

medium during parametric "nonresonant" interaction A(W) and "quasi resonant”

energy exchange 8<W) = (W)‘=0 —W, . The investigated effect is worth to be spo-
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ken about if the field derives energy from the medium integrally over all time of
interaction. The analysis shows that the ratio A(W)/ ) (W) has order of R(KV"t).

It can be more than 1, so the energy exchange during parametric interaction
without partial resonances can be the dominant effect.

The main results

The theory of the parametric instability of the cyclotron interaction in the ab-
sence of resonant particles is developed. The nonlinear equations of particle mo-
tion in the wave field in one-frequency frame of references are investigated with
aim to explain the energy exchange mechanism in this regime.

It is obtained that the source of field amplification is the energy of transverse
motion.

It is shown that the energy extracted from the medium during nonresonant
interaction exceeds initial "quasi-resonant" energy exchange.
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PENETRATION OF A MICROWAVE
WITH A STOCHASTIC JUMPING PHASE (MSJP)
INTO OVERDENSE PLASMAS
AND ELECTRON COLLISIONLESS HEATING BY IT

V. I Karas’, V. D. Levchenko'

NSC “Kharkov Institute of Physics & Technology”, Kharkov, Ukraine
'Keldysh Institute of Applied Mathematics of the RAS, Moscow, Russia

In present report the results from a theoretical study as well as from numerical simulation
of either direct or inclined incident to boundary vacuum-overcritical density plasma of the
linearly polarized electromagnetic waves are discussed. The chief results of our studies are
the following: (i) at considered parameters the penetration coefficient (PC) of the MSJP is
about one order of magnitude higher than a PC of the wide-band regular electromagnetic
wave (WREW); (ii) in particular, at inclined incident of the MSJP a electron heating is
most essential and besides the electron distribution function has high energy “tail”. This
anomalous behavior of a penetration coefficient as well as the electron heating are con-
nected with a jumping phase of MSJP.

Litvak and Tokman [1] have been demonstrated the useful possibility to
transport waves through the region of their absorption owing use of a classical
analog of quantum electromagnetic induced transparency. Fainberg et al [2]
shown that the stochastic electric fields with a finite time of a phase correlation
can effective heat the particles of the collisionless plasma because the inverse
correlation time at interaction particle-wave in fact have a physical sense of some
effective collision frequency.

In present report the results from a theoretical study as well as from numeri-
cal simulation of either direct or inclined incident to boundary vacuum-
overcritical density plasma of the linearly polarized electromagnetic waves are
discussed. The dynamics of plasma electrons is described by the relativistic
Vlasov equation for the distribution function and by Maxwell’s equations for the
self-consistent electric and magnetic fields. Ions are immobile. Our method [3]
allows a fully nonlinear kinetic treatment of electron dynamics for arbitrary den-
sities and wave intensities provided that the time step is small compared to the
electron plasma period. We considered a penetration into overdense plasmas of
the MSJP as well as the wide-band regular electromagnetic wave (WREW),
which has the identical spectral density of signal.

The plausible mechanisms of a wave passage through a wave barrier are fol-
lowing:

* linear and nonlinear transformation of different waves;

= linear and nonlinear echo with help of van Kampen waves;
® linear “enlighterment” of a wave barrier (“beam antennes”);
= collisional penetration of a wave into a wave barrier;
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= penetration of a wave is due to the jumps of a wave phase because a penetra-
tion coefficient is proportional a phase derivative that result from a electric
field derivative.
It is well to bear in mind the following mechanisms of a particle heating by

waves:

=  resonant absorption that is effective as result of synchronism between a wave
and a particle, i.e. a temporal shift of a phase difference is equal to zero;

= collision absorption is conditioned by losing of particle-wave synchronism
(therefore, efficiency is proportional to ratio of a collision frequency to a
wave frequency);

= linear and nonlinear absorption into a inhomogeneous wave;

= wave absorption is due to jumps of a wave phase as result of losing of a
wave-particle synchronism.

Physical model

Consider the case where the electron plasma is initially homogeneity and
ions are immobile (Fig. 1). The electron distribution function is Maxwellian with

a thermal velocity Vr. Plasma density is n(x)=n06(x) (where B(x) is
Heviside function; (@, > 0)); ®, and 0y are the electron plasma frequency and
the wave frequency, respectively. Electromagnetic wave have k =(kx,ky,0),

E=(E,E,0), B=(0,0,B,). At x=x,
EY (t)=BY (t)= Fycos(wyt +B(t)), (1)

where ('b(t) is steady state Poisson’s stochastic process with a frequency 1/1,

and into a interval [-7t, ). Correlation coefficient of such stochastic process is:

R(2) exp(—l——l]cos Wyt » @)

AW

a

Fig. 1. Scheme of a model region: a — direct wave incident upon the surface; b — inclined
wave incident upon the surface
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Spectrum density [3]
1
G(0)= 2 7" 3)
/1) +(0-wy)
In the plane case Maxwell equations for self-consistent electromagnetic
fields have a form

oE 190B. OE
l_y-q.?.i:_ﬂjy, _L.q.___}i:o,
c dt ox c c ot Ox
and, if we enter the auxiliary fields F t= Ey * B, , are split in two of the such
equations
4
19,0 |peodm;
cdt ox c
where the charge density p and the transversal current density j y are defined as
p=e(n0—_[f(x,13)d13), )
jy=ef(Vy (x) £ (x.5)dp). 5)
The boundary conditions to transversal and longitudinal E fields have a
form:
Eyliey, =0, F'lig=F (1), ~F =y, =0, (©)

where F (t)is a relation from (1). To a numerical simulation we used our code

SUR [4, 5] at following parameters: V™ =3V, wy=0.50,, 1=40/w,
x;, =—1000A, , xg =1000A,, fall length of a ion profile AL =501,, L=5000,
A p Debay length. The results of numerical simulation exhibited in Figs. 2, 3.
The penetration coefficient defined as ratio of a penetration-wave energy flow (at
X = xp) to incident-wave energy flow (at x = x.) with a corresponding time shift.
To numerical simulation of inclined incident of electromagnetic radiation to

boundary vacuum-plasma the such parameters were used as to direct incident
with the exception only of plasma size that was L =2500. In this case an incident
electromagnetic radiation render a strong influence to plasma electrons (in par-
ticular at big incident angles. The longitudinal fields are close to transversal
one's. The longitudinal electron energy (and their temperatures) grows more than
once. The electron distribution function is non-Maxwellian function because the
accelerated electron “tail”. The incident transversal electromagnetic waves is
transformed partially in a longitudinal wave as well as electron energy.

To illustration we depicted a character experimental oscilloscope of the sto-
chastic signal realization (Fig. 4).
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25 Fig. 2. Spatial distribution of incident, reflected By =
Ahp and penetrated into the plasmas (E, E, B) Ly ==
20 waves. The plasma boundary is located at B, —
x/ D =1500. Period of regular phase jumping Fr=
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Fig. 3. Spatial energy distribution of longitudinal field at inclined incident
for regular (W.x) and stochastic (Ws.x) radiation and radiation with regular phase jumping
within the time interval T (WT.x). The plasma boundary is located at x/ D =1000
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Fig. 4. Some experimental realizations of microwave with a stochastic-jumping phase

Conclusions

The chief results of our studies are the following: (i) at considered parame-
ters the penetration coefficient (PC) of the MSJP is about one order of magnitude
higher than a PC of the WREW,; (ii) in particular, at inclined incident of the
MSIJP a electron heating is most essential and besides the electron distribution
function has high energy “tail”. This anomalous behavior of a penetration coeffi-
cient as well as the electron heating are connected with a jumping phase of
MSIP.

The work was supported in part by INTAS project Ne 01-233.
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DYNAMICS OF POWERFUL PLASMA WAVE BREAKING
AND REFLECTION PHENOMENA

V. I Arkhipenko, E. Z. Gusakov', V. A. Pisarev, L. V. Simonchik

Institute of Molecular and Atomic Physics NASB, Minsk, Belarus
offe Physical-Technical Institute RAS, St. Petersburg, Russia

Interaction of powerful electromagnetic waves with plasma is accompanied
by wave breaking phenomenon and fast electron generation. Both these effects
attract considerable attention at present as a possible way of strong electric field
production and further ion acceleration. In this paper we describe results of a
model experiment in which propagation and absorption of strong electrostatic
wave pulse in inhomogeneous magnetised plasma is studied and substantial elec-
tron acceleration effect is observed under conditions, when the wave breaking
should occur according to estimations.

The experiments were performed in a linear plasma device "Granite" [1]
where plasma was produced using the electron cyclotron discharge in a tube 2 cm
in diameter and 100 cm in length. The experiment parameters are as follows:
magnetic field H = 3500 Oe, the argon gas pressure is 107 Torr, the plasma in-
homogeneity scale along magnetic field and across it are a = 5 cm and b =0.4 cm
accordingly, the maximal electron 2
density is n, ~ 5 - 10'* cm™, elec- P,

tron temperature is T, = 2 eV. An wjeél
electron plasma wave (EPW) at

frequency f = &/(2m) = 2.84 GHz T
in the form of the fundamental ¥ —d
Trivelpiece-Gould mode was

launched into the plasma by _|

waveguide. The dispersion rela-

tion for this wave is k,% = [m‘,,,,,2 (r,

/@ -1] k, 2 where k, and k; Fig. 1. Scheme of excitation z.md‘ propagation of
the EPW. P, P, P, P, are incident, transient,

scattered and reflected power correspondingly.

4+ — >

glass tube
P, Ps focal point

are the components of the wave
vector parallel and transverse to
the magnetic field. The high den-
sity plasma (n.(r,z) > n., where n, — critical electron density) creates a plasma
waveguide for EPW shown in Fig. 1. It is weakly inhomogeneous in axial direc-
tion. Propagating towards decreasing electron density to a point of a plasma
resonance (focal point), where ® = (0, z) the wave slows down and its electric
field increases drastically. This electric field growth is so significant, that the
incident wave power of 10 mW is enough for the parametric decay instability of
stimulated back scattering excitation [2].

At higher pump power the electron redistribution due to the ponder-motive
force should come into play, leading to quasi-static electric potential enhance-
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ment in the resonance point vicinity. The oscillatory energy of electrons given,

P

Tiwn,

according to [2], by W_ =

Kk exp[—Zak" —V—] at power ~ 5 W exceeds the
o

ionisation energy of argon atoms. At power about 20 W the electron oscillatory
velocity is already close to the phase velocity of wave (o/k" = 4.10% cr/s. At this

condition intensive resonance interaction of wave with electrons and, as a conse-
quence, the capture of electrons and wave breakdown should take place. The en-

ergy of captured electrons is close to
double oscillatory energy in the
breaking point and scales as
W' [eV] = 90 P** [W]. The depend-
ence of the fast electron energy on
pump power obtained in our previ-
ous experiments [3] is in agreement
with this scaling. It was shown that
at available power of 10 kW elec-
trons with energy higher than
500 eV are generated in initial stage
of pulses (¢ < 100 ns). The density of
accelerated electrons was estimated
at the level ~25 % of total density in
focal point [4].

In the present paper the detailed
study of dynamics of interaction of
strong EPW pulses with plasma was
performed at pump power less than
200 W. A number of diagnostics,
possessing sufficient time resolution
such as: multi-grid analyser and
spectroscopic, cavity, magnetic di-
agnostics — were used in the experi-
ment. Parameters of microwave
pump in present experiments are as
follows: incident pulse power is
P ~50-200 W, pulse duration is up
to 2.5 s, pulse rise time is # ~ 40 ns,
repetition frequency is 300 Hz. The
oscillogram of incident pulse is
shown in Fig. 2, a.

As it is seen in oscillograms of
both the multi-grid analyser (Fig. 2, ¢)
and Rogovskii’s coil (Fig. 2, d) two

[

b
(o]
d
0 1 2 3 4 5
Time, us
64 - L
@ . f
§ 4
©
-~ 24 n
c
<
-
0 1 1 1 1 1

0 1 2 3 4 5
Time, us

Fig. 2. Oscillograms of incident (a)-and scat-
tered (b) pulses, currents of multi-grid ana-
lyzer (c) and Rogovskii’s coil (d), light inten-
sity (e) and time behavior of electron number
density (f) in focal region.
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separate bursts of electron current are generated in plasma after the microwave
pulse is on. The first one is observed immediately after the application of RF
power, whereas the position of the second is determined by the pump power. The
delay of the second burst is higher than 1 us for P = 50 W and decreases with
growing power. The bursts overlap at P = 1 kW. The maximal electron current in
both bursts increases with microwave power.

The electron distribution
function measured by the ana- () t=0.25mes
lyser has a pronounced tail at
energy W >> T,, which can be
characterised by effective tempe-
rature T;. The effective tempera-
ture 7, depends on the time and
pulse power. The time variation
of  voltage-characteristics  of
multi-grid analyser is shown in
Fig. 3. As it is seen, the first
electron current burst is caused — [TTTTpTTTIpTTTTI T T 0.01
by the high energy electrons with 500 -400 -300 -200 -100 O
effective temperature 7}, higher
than 350 eV. The effective tem- uv
perature in the second burst is Fig. 3. Voltage-current characteristics at diffe-
significantly smaller and has rent time.
value of ~ 50 eV. After the ter-
mination of the second burst the
further decrease of the fast electron’s temperature to the level T;, = 20 eV is ob-
served. The above mentioned fast electrons disappear during 1-1.5 us after the
pulse switch off.

It should be mentioned that the termination of the second fast electron cur-
rent burst is always accompanied by oscillations observed on the microwave de-
tector in the waveguide Fig. 2, b. These oscillations indicate the wave reflected in
plasma, which is up-shifted in frequency. The power of this wave is comparable
to the launched one.

High energetic electrons produce increased excitation and ionisation of argon
atoms. Therefore the significant growth of light intensity is observed in the focal
region just after the pulse is on (Fig. 2, e). Fast intensity fall after a pulse
termination is also correlated to the behaviour of energetic electrons. On con-
trary, the electron density increased both during the pulse impact (Fig. 2, f) and
1-2 us after a pulse termination. After that the electron density was practically
constant for a long time and then decreases slowly to the initial condition during
1 ms.

I, a.u.

¢ 1
A

1 11

— 0.1
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t=0.2mes

Fig. 4. Spatial distributions of Arll
454.5 nm line intensity at different time.

the obtained electron density is averaged
over a cavity volume. To obtain the abso-
lute spatial density distribution we used
the data for average electron density and
radial distribution of luminosity inte-
grated in visible spectral region, as radial
distribution of plasma density. This
method was tested earlier in [1]. The con-
tours of electron density distribution at
different time, calculated in this way, are
plotted in Fig. 6. Ten grey gradation were
used in these pictures to scale the plasma
density magnitudes. Maximal light hue
corresponds to electron number density of
510" cm™.

These pictures obviously illustrate
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The spatial distributions of the
Arll 454.5 nm line intensity at differ-
ent time are shown in Fig. 4. As it
seen the intensity growth in vicinity of
focal point is observed at the pulse
start (Fig. 4, t = 0.2 ps). Then the fast
growth of luminosity begins in region
of lower density plasma (z = 1 ps) and
a long narrow luminous channel is
formed at the pulse termination time
(=2 us).

In Fig. 5 the axial distributions of
averaged electron density measured
with the cavity diagnostics at different
moments are pictured. One can see
that the density distribution evolution
under the influence of microwave
power is similar to that, observed in
Fig. 4 for plasma luminosity. The den-
sity increases at first in the vicinity of
focal point (z = 24 cm). Later on the
growth of density in a wider region
along discharge axis is observed. As
far as the density measurements were
performed using the cavity diagnostic,

14 &'Oo = initial
121 aY 0o : (1)?“5
B Y o v 17
o 10 r : Vy °o 24
§ 81
2 6t
c 4F
g
2 -
L .
oF ll.'...
1 1 1 - | 1
15 20 25 30 35
Distance, cm

Fig. 5. Axial distribution of average elec-
tron number density at different time.



initial plasma

t=05upus

t=1.1us

— 25cm —>
t=24yus

4—2cm—p

Fig. 6. Contours of the electron density distribution

formation of longitudinal plasma channel, which serves as a waveguide for EPW.
When the channel propagates down to the distance of 45 cm from the launcher it
goes out from the magnetic system. The magnetic field quickly decreases and
conditions for the EPW change drastically leading to its reflection. The reflection
takes place also if the multi-grid analyzer is placed at distance less than 45 cm.

Reflected wave propagates in opposite

direction towards the launcher in non-

stationary narrow channel with increasing density (see Fig. 6). That leads to an
additional phase taper and, correspondingly, to the frequency up-shift of the
wave. In turn it causes low frequency oscillations of the homodyne detector sig-

nal (Fig. 2, b). The time resolved spec-
tral analysis of the reflected microwave
signal performed using spectrum ana-
lyzer with window of 0.4 us allowed to
display the satellite close to pump wave
line in the anti-Stokes region of its
spectrum (Fig. 7). The satellite fre-
quency shift depends on both the time

AN

-10 -5 10

0 5
f-fy, MHz

Fig. 7. Spectrum of scattered signal
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and pulse power (Fig. 8). It exceeds 20 MHz at the oscillation onset and then
falls sharply to the frequency shift of ~ 5 MHz, which is weakly changed down to
pulse termination. The onset time of oscillations decreases with the pump power,
which can be explained by quicker channel formation due to growth of electron
energy and, as consequence, increasing of ionisation rate.

In conclusion we should un-
derline that the interaction of a .
strong microwave pulse at power ar o
up to 200 W with inhomogeneous
magnetised plasma resulting in the
electron acceleration takes place
during the period less than 0.5 ps.
This acceleration, in our opinion,
is produced by the wave breaking. . ) ‘ .

For longer time the narrow 0.0 05 1,0 1.5 20 25
homogeneous plasma channel is Time, us
formed due to the fast ionisation
caused by oscillating electrons. It Fig. 8. Temporal dependencies of oscilla-
leads to growth of collision wave | tion frequency at different pump power.
absorption and suppression of the
electron acceleration.

Reflection of the powerful wave at the edge of plasma waveguide is ob-
served at the later stage of interaction (¢ > 1 ps). It is likely that at first stage of
interaction (¢ < 0.5 ps) the high electrostatic potential is formed in the vicinity of
resonance point due to the electron redistribution in the ponder-motive potential.

The work was supported by RFBR-BRFBR collaborative grant (02-02-81033
Bel 2002_a, FO2P-092) and grant INTAS-01-0233.
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THE UPPER HYBRID RESONANCE
IN THE TURBULENT PLASMA

E. Z. Gusakov, A. V. Surkov
Ioffe Physico-Technical Institute, St.-Petersburg, Russia

The long-scale plasma turbulence influence on the enhanced scattering (ES) diagnostics,
which is sensitive to small-scale fluctuations, is investigated. The probing and scattered ex-
traordinary wave frequency spectrum formation due to multiple small-angle scattering dur-
ing the wave propagation in the upper hybrid resonance region is studied. The correlation
ES diagnostics radial wavenumber resolution, which is determined by multiple small-angle
scatterings effect, is analyzed.

The enhanced microwave scattering technique is an efficient tool for the
small-scale plasma turbulence investigations. This method is based on the meas-
urement of the signal, which is Back Scattered (BS) off the plasma density fluc-
tuations in the Upper Hybrid Resonance (UHR) vicinity. The enhancement effect
is associated with probing and scattered extraordinary waves electric field poten-
tial component growth in the UHR vicinity. This circumstance provides extreme
sensitivity and high spatial resolution of the ES diagnostics. The increase of the
probing wave wavenumber in the UHR region causes the sensitivity to the small-
scale plasma density fluctuations.

At first this technique was applied to small-scale oscillations and waves in-
vestigations in quiet plasma of linear laboratory devices [1]. But now this method
is introduced for a study of plasma small-scale turbulence and wave propagation
in the tokamak plasma [2]. In this case the incident wave propagation and the
scattering take place in the plasma with dominating long-scale density fluctua-
tions in the background, which can modify the BS spectra. The BS wave fre-
quency spectrum broadening can be associated not only with the frequency of the
small-scale fluctuations, but also with spectral broadening of incident and BS
waves due to small-angle scattering off the long-scale turbulence component. As
it was shown in [3] the small-angle scattering cross-section increases sharply in
the vicinity of the UHR as well as the BS one. Owing to this cross-section growth
a non-linear regime of a multiple small-angle scattering arises.

In the present paper the effect of the multiple small-angle scatterings due to
the density fluctuations in the UHR vicinity on incident and BS wave spectrum is
analyzed. The multiple small-angle scatterings influence on enhanced scattering
correlation analysis [4] is also considered.
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1. The probing wave frequency broadening

The effect of small-angle scattering has the nature of a phase modulation. So
it can be taken into account by the inserting of the turbulent phase variation in the
expressions for the wave electric field in the eiconal approximation. The phase
variation has the form of an integral of the density fluctuation along the wave ray
trajectory with a weight factor, which takes into account the enhancement of the
small-angle scattering. For the extraordinary wave in the UHR vicinity it takes

form
&% (x.1)= k, 4 Sn ()(,tg‘)/2 ,
2nyy o (-—8 (x))

where k, =, (xy )/c; €=(x—x, )/t is an element of permittivity tensor (the

ey)

plasma density profile is assumed to be linear), x =0 is an antenna position and
dn/ny, is the relative density fluctuation in the UHR.

For example, this approach allows calculating the averaged electric field ex-
tinction due to the multiple small-angle scattering. Assuming a normal distribu-
tion of a random value 8% the averaged electric field is given by:

_{sw? 8 2
(5 ()= werp| L. o
nNyy
4 2 _
R(x)- ﬂfcljx 2(x)/16k(, Xyy = x> L,
¢ kx (‘x)/2’ Xy — X <K ﬂc’
where k, (x) =k, \/Z / JxUH —x 1is the extraordinary wave wavevector projection

on the inhomogeneity direction x, and £, is the long-scale fluctuations correla-

tion length.
The correlation function

(A A (e )~ (AGO) A7)
<M@ﬁ—@@@ﬁ>

, allows evaluating the frequency spectrum of the multiple

K (x.7)= ®

where A(x,t)= P

small-angle scattered wave. Assuming the normal distribution of 8% we get
following expression for this correlation function:

K(x,t)= (e(S'l‘(x,l)S‘l‘(x,lH)) - 1) / (e<w2> - l) . “4)

In a non-linear case, when the field correlation time is much less then the
fluctuations correlation time ‘c/tt <« 1, the correlation function takes the follow-
ing simple form:
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K =exp{-§i:1—2>-R(x)<Ql>1;2}, Q)

UH

where <Qz> is the averaged square of the long-scale fluctuations frequency. The

corresponding probing wave spectrum width is given by
A =2,R(x)(Q)(8n )/, - ©6)

It is well known that in the UHR vicinity, when k, ~ @/c-4[c/vy, , the ex-

traordinary wave transforms into Bernstein mode, which propagates from the
UHR. Near the UHR the wavenumber of Bernstein wave takes form:

k, =,’-—é(x) /l, , where (, is associated with the thermal particle motion,

L, ~p, ,where p, is the electron cyclotron radius.

The Bernstein wave can be back scattered off the small-scale fluctuations
and then, after the reverse transformation it gives the contribution in the regis-
tered signal. So, the spectral broadening of the Bernstein wave is also essential.
The Bernstein wave spectrum width can be evaluated with the same method.
Near the UHR it is proportional to the wavenumber and equal to the extraordi-
nary wave spectrum width in this region:

Ao = tk, (x) 2<Qz><8n2>/n,2m s Xy —x <KL, @

And during the propagation from the UHR the broadening increase practi-
cally stops:

Ao = \/%ln (kf (x)l’zr/fc )<Qz)<8’12 )/"12/11 s Xyg = x> L, ®)

T

2. The correlation technique wavenumber resolution

As we have shown the small-angle scattering effects disturb the probing
wave propagation determining the formation of the BS wave frequency spectrum.
So we can anticipate that the long-scale turbulence influence on the correlation
ES diagnostics is essential too. This method is based on the dependence of the
BS signal on the fluctuation phase in the scattering point and allows getting the
fluctuations wavenumber spectrum [4]. Taking into account that the main input
into BS signal is produced by the linear conversion point, where the eiconal ap-
proximation fails, we shall use the accurate expressions for resonant component
of the electric field [1]:
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E(§)= Yziwl.dl(exp[i(%—%+ &KH,
v=(£:/0)", &= (x5 (1))/(¥), b= (kL) 7,

where the long scale fluctuations are accounted for by using a long-scale ap-
proximation:

Xy (2) = Xy = £80() [y (10)

modeling the movement of the UHR due to the long-scale fluctuations but ne-
glecting their influence on the density gradient. Substituting expres-
sions (9), (10), for the probing wave field into the reciprocity theorem in the form
proposed by Piliya in[1] we obtain the following formula for the cross-
correlation function of BS signals at two probing frequencies
1 7 do 2
[ Wb’lé,nl v (veQ. )

(A, (1) A, (e +7)) = vl

xe?* F(Q,,0.)K (Q,Axyy 7).

®

2
X

(11)

Here |U (Y[Q,, )l2 is the factor, which describes the scattering enhancement [1],
Ax,, is the distance between UHR positions for two probing waves, F (Qy,Qz)

is the term, which is determined by the antenna diagram, and K (Qx,AxU,,,'r) is

the additional factor, which is caused by the multiple small-angle scattering. The
last term describes the correlation decay due to long-scale turbulence and has a
following form:

_ _ 2012 242
UH X ?
K =exp{~(Ax,, )’ 807 -v*Aw’} (12)

where 8Q, determines the wavenumber resolution of the diagnostics and Aw

corresponds to the frequency spectrum broadening. For the BS wave in the re-
gion of the maximum efficiency of BS we have the BS wave spectrum width:

l 2 2
sz-\/—EﬂQ“KQ ><8n )/nu,_, , (13)

where Q, is the radial wavenumber of the fluctuation. This expression matches
formulas (4) and (5) after the substitution of the Bragg condition 2k, =—-Q, . The

prescribed behavior of the broadening agrees with one, which was observed in
the experiments on FT-1 tokamak [2]. Using the observed spectrum width
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Af =0/(2r)=5.4-10°Hz, Q, ~100 cm™, assuming the drift nature of the long-
scale turbulence: Q =v,g, and FT-1 tokamak parameters, which give the charac-
teristic wavenumber of the long-scale turbulence g, ~2 cm™, and the drift ve-
locity v, ~2-10° cm/s , we get a sensible estimation for the relative amplitude of

the long-scale fluctuations: dn/n,,, ~0.1.

The diagnostics radial wavenumber resolution in the region of the maximum
efficiency of BS takes the following simple form

50, = =10, \{a2)(6r") fru a4

where g, is a radial wavenumber of the long-scale fluctuations. So the multiple

small-angle scattering limits the wavenumber resolution of the diagnostics and
must be taken into account for a proper interpretation of the diagnostics results.

3. Conclusions

In this paper the influence of the long-scale turbulence on the ES diagnostics
is investigated. The unusual behavior of the BS wave frequency spectrum, which
was observed on FT-1 tokamak, is explained. The influence of the multiple
small-angle scattering on the wavenumber resolution of correlation ES technique
is analyzed. The additional possibility to get some local information about the
long-scale turbulence from the ES diagnostics results arises.
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THE NONLINEAR REGIME
OF A RESONANCE MICROWAVE PROBE BASED
ON A TWO-WIRE LINE SECTION

L G. Kondrat’ev, A. V. Kostrov, A. 1. Smirnov,
A. V. Strikovsky

Institute of Applied Physics, Russian Academy of Sciences, Ulyanov str. 46,
603950 Nizhny Novgorod, Russia

Resonance probes often used for plasma diagnostics are very sensitive even to
minor changes in parameters of the media. Main sources of information in such
sensors are shifting and expanding of the resonance curve. The report proposed
describes a plasma resonance microwave probe based on a section of the two-
wire line. It is shown that the nonlinear regime can used successfully not only to
measure plasma density, but plasma temperature as wall.

The basic scheme of the resonance microwave probe used in the experiments
described below is shown in Fig. 1.

Fig. 1. Quarter-wave resonator (),
exciting (2) and receiving (3) lines.

1 is the length of the two-wire line section; d is the distance between the wires; a
is the radius of the wires: a/d << 1, d/l << 1, M3, M, = M3 = M are the coeffi-
cients of mutual inductance between the coupling loops, coupling loops and the
two-wire line; L, is the coefficient of inductance of the coupling loops; p, p. are

the wave resistances of the two-wire line and the coaxial cables ¢ 0L, << Pes
oM << p.

Behaviour of the current, /(z), and voltage, U(z), in long line 1 (co-ordinate z
is counted from its short-circuited end) can be described by means of telegraph
equations:

dz c
dl

= =—iwCU U@©)=0, I(z=0)=0,
dz
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where L and C are inductance and capacity of line 1 per unit length, respec-

. i . . .
tively, € =-—wM (I, +1,) is e.m.f. of mutual induction concentrated near the
c

short-circuited end (z=0), and 8(z) is delta function. ® >> ®,, 0,, 0, and

o, are plasma frequency and gyrofrequency of electrons, respectively.
L=1I,=4In(d/a), C=C,1+8C), C, =[4In(d/a)]", |5C| <<1

(here I, and C, are inductance and capacitance per unit length of line 1 in vac-
uum).

In the presence of plasma the amplitude of the current in the line is defined
by the coupling Q-factor, Q,, and the following parameter:

1fe .., Mz
==|8Csin’*(—)dz . 2
9 [;[ i (% @
.. . 0-)_(-00
The transmission coefficient (dw = ,0C<<1):
0

L 1

B= 1—3 = 7 3
1]

%Qg (8m+Req)2 +[1+%Q0 Imq)

The case of collisionless plasma:

N o’m,
g=l-—, N . =—
. 4me

(N is plasma density, m, is electron mass, and e is electron charge).

The influence of striction nonlinearity:

is critical field of striction

N=N0exp—E2 , E. >

- e

CAPELE T

effects, 7, and T, are electron and ion temperatures.

The characteristic parameter of striction nonlinearity looks as, g, = E./E?,

here E, is maximum value of the electric field on the surface of microwave reso-
nator wires.
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N
In the linear regime, g,, << 1, N=N,, g = —%F" .

In this case the shape of the resonance curve, B(w), coincides with the vac-

uum one, but the curve per se moves as a whole along the frequency axis to the

1N,
value of Aw,, ==—2

W, .
c
In non-linear regime, g, > 1, the striction nonlinearity lead to displacement
of the resonance curve and also to its deformation.
When frequency 3w is fixed, and the plasma density changes with time, it is

more convenient to analyse dependencies B(N)|sy-con instead of resonance

const

=const *

curves B(8w)|,
Q =100 are shown in Fig. 2.

Such dependencies for the values of Q =-%°—80) =50 and

172
When 1<g, <(2l—3§—/——) , the following equation is valid, which links
nd/a

O N,

the bottom bifurcation value of n=n,, (n =TF) with g,,, and, hence, with

plasma temperature:

3 Q g 1/3
n-Q=[——=2n1 | 4
’ (2lnd/a) @
B B
1 1, 2 1
3
0.8 03
06 4 06
04 04
02 02
1)
Ta0 60 80 100 120 8 n
b
Fig. 2. Family of resonance curves B(n), where n=%—x—°, calculated for the line

c

d/a=20 atfixed values of a) Q= %8&) =50 and b) =100 for various values of g,
0,1; 1; 10; 50 (curves 1—4).
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The experimental setup was made as a vacuum chamber 3 m in diameter
and 10 m long. The plasma was produced by means of an induction high-
frequency breakdown (f = 5 MHz, 1, = 1.6 ms, Hpugens =200 Oe) in the argon
atmosphere under the pressure of 5-10~* Torr. The experiments were performed
in the regime of decaying plasma, i.e. after the high-frequency source had been
switched off.

The resonator of the microwave probe: | = 8 mm, @ = 0.1 mm, d = 2 mm;
fo =8 GHz and Q, = 100.

The oscillograms of the response of the resonance microwave probe at a low
power level of the input signal were used to measure dependence on plasma den-
sity on time.

Higher power fed to the microwave probe resulted in aberrations in the shape
of its resonance responds. The oscillograms of the output signal for three values
of the microwave power are shown in Fig. 3.

As the input power was growing, the position of the step, N = N, shifted into
denser plasma. The dependence of N, on P was used to determine the electron

temperature, T, (T, >>T;) by means of Eq. (4).

A @au) Te ev
2 T
604 T T T T T T T T =
soq- P1>P>P3 -
15 L
aod
of 1 L} [ ]
204 ® Double probe
05 O Microwave probe
104
s L L L L n f i . L L L L
0 120 240 360 480 600 720 840 960 1080 040 1 1 12 13 4 Ls 16
t, ps t, ps

Fig. 3. Oscillograms of the output signal at
a fixed frequency for three values of the
input power (P; > P, > P5) in the regime of
plasma decay.

Fig. 4. Results of measuring time depend-
ence of the electron temperature obtained
by means of a double probe and a micro-
wave probe.

Figure 4 shows the results of measuring the temperature of electrons with a
microwave probe and by means of a double probe. They agree well with each

other.

The work reported in this paper was supported by Russian Department of
Science on "KROT" set-up (registr. 01-18) and by Ministry of Industry, Science
and Technology grant Ne 40.020.1.1.1171.
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EXCITATION OF MAGNETIC FIELDS
CORRELATED WITH INTENSE LOWER-HYBRID WAVES
IN PLASMAS

S. 1. Popel, K. Elsisser', Y. Takedd®, H. Inuzuka®

Institute for Dynamics of Geospheres RAS, Moscow, Russia
"Ruhr-University Bochum, Bochum, Germany
’Nihon University, Tokyo, Japan
3Shizuoka University, Hamamatsu, Japan

Theoretical description of the experiments on excitation of magnetic fields related to in-
tense lower-hybrid turbulence is presented. The main experimental results are explained
under the assumption that the waves propagate in one plane.

1. The experiments in a high-current linear plasma discharge carried out at
the Nihon University [1] have shown the possibility of the excitation of magnetic
field perturbations related to intense lower-hybrid turbulence. The value of the
magnitude of the perturbations is [5B| = 10 Gs and [0B|/|Bo| = 0.01, where By is
the unperturbed magnetic field. The characteristic features of the observations
are: 1) the magnetic field perturbations are excited in the experiments mostly in
the paramagnetic sense; 2) there is a correlation between the magnetic field per-
turbations and the electron density perturbations; 3) the power spectrum of the
associated electric field fluctuations shows widely broadened profile and has
multiple peaks around the lower-hybrid (LH) frequency.

All the results show that the excitation of the magnetic field perturbations
can be associated with the development of the magneto-modulational processes
[2]. We check this assumption.

2. The theoretical investigation of the magneto-modulational processes with
the participation of LH waves has been performed for tokamak plasmas [3, 4].
The conditions of the laboratory experiments [1] differ strongly from those of
tokamak plasmas. In particular, in the case of the laboratory experiments [1] the
electron plasma frequency ®,, is far higher than the electron gyrofrequency wg,.
The equation for the magneto-modulational processes given in Refs. [3, 4] as-
sumes that the inequality w,, < g, is fulfilled. Here we present the main steps of
the derivation of the equation for the magneto-modulational perturbations caused
by LH waves in general case.

Although LH waves are "almost" electrostatic, we are interested in the modu-
lational excitation of the magnetic field perturbations. This means that we have to
take into account low-frequency (with the frequencies much less than those of
LH waves) transversal fields which can appear in process of the modulational
interactions. We start from Maxwell's equations, which in Fourier representation
take the form (see, e.g., [2])
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2 .

[(;—ze,.j+k,.k,.—8,.jkz]Ek,j =—ﬂc%@-(j,§?+j,§f‘,?+...), (1)
where @, j®, ... are the quadratic, cubic, etc. (in LH electric field E) currents,
respectively, €;(®, K) is the dielectric permittivity tensor, the subscript k = {®, k}
is a four-vector characterizing the Fourier component, ® is the frequency, k is the
wave vector, J;; is the Kronecker symbol, and c is the velocity of light.

To denote the low-frequency fields we use the symbol tilde. The direction of
the unperturbed magnetic field By is chosen along the axis Oz. Assuming that the
low-frequency fields obey the inequality @ << Igzvn , taking into account only
the quadratic current 7®, and using the following relationship for the components
of g;under the condition w << kv, [5]

2
pe

K 0)

€, =¢,=¢ =¢, =€ =¢ =0,

€, =€, =1 €, =1+

we find the relationship

_ani[ 050 ke jP) o'k, (ki)
E':_—(:o_ K ke kit | ®

Here vy, is the electron thermal velocity, the subscript L denotes the vector com-
ponent perpendicular to the unperturbed magnetic field. Thus if ji?’l #0 then

the presence of LH waves results in the excitation of magnetic field perturbations

3B; =é(l§xEE). @

To determine j, = —eJ. v, f;dp/(27)’ the kinetic equation for the electron distri-

bution function f{z, r, p) is used (as it can be shown by direct calculations, the ion
contribution to the magneto-modulational processes with participation of LH
waves is negligibly small in comparison with the electron one). Here, —e is the
electron charge, p (v) is the electron momentum (velocity). The distribution func-

tion f is normalized as followsn, = I f@,r,p)dp /(2m*), where n, is the electron

density. We assume that LH wave frequency w, is much less than wg,.

We solve the kinetic equation using the theory of perturbations in powers of
LH wave electric field and following the standard procedure of separation of
high-frequency electric fields (which are associated with LH field) and low-
frequency those [2]. We find
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i kB B, +k_ E Ei +
Jex = 4712|Bo I '[( koy ez kzy 5)
+ky E} E; , +ky E; Ep )8k —k —ky)dkdky,
jE = f(k B Btk By Ep o+
g 4 IBO | i 2 (6)
+ kz’zE:th’;,Z + k2,ZEk-z.xEl;,z )S(E_kl _kz )dkldkz,
where the superscripts "+" and "-" denote the positive- and negative-frequency

parts of the electric field, respectively.

Using (3), (5), and (6), we obtain from (4) the equation determining the am-
plitude of the quasistationary magnetic field perturbations 8B excited by intense
LH waves of a given frequency w,

1 @,
A VxVx(El(b E")+E|(b-E)), )
0
where A is the Laplace operator; b = By/|By| is a unit vector along the unperturbed
magnetic field; E is the complex amplitude of LH field, the field itself is
Re(Eexp{—imgt}); the asterisk stands for the complex conjugate. Equation (7) is
valid for the case wy << ®g,. This means that for LH waves, when w, ~

~O=w,/ /1+mie /wie (wy; is the ion plasma frequency), Eq. (7) is valid for
arbitrary relationship between ,, and wg,.

ASB =

3. Here we compare the results obtained on the basis of (7) with the data [1].
In general, Eq. (7) describes the excitation of the magnetic field perturbations
which have the components both parallel and perpendicular to the unperturbed
magnetic field B,. Let us find the condition of the excitation of the magnetic field
perturbations mostly in the paramagnetic sense, i.e., when the perturbations are
"almost" parallel to By. We denote
2

1 0,
0 =g e B ED+EL (B ®)
| B, | o
Eq. (7) have solutlons obeying the relationship
vop, = 2. ©
9z

This means that B, does not depend on z, while
3B, _da, 08B, aay
ax a9z’ ay oz
Using the fact that d 6B, /d z = 0 and the relationships (10) we find from Eq. (7)

(10)
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0l9da, oa d|da, 0a
ASB, =i— -—= =1, 11
'ay[ax ayJ ’ax{ax ay} b

where i and j are unit vectors in the directions of the axes Ox and Oy, respec-
tively. Using Fourier representation we find

aa i(ky—-k,)r

%y %8s ok dk, (E, B, ™™ +

ox dy ! (12)

+ B, Ep e )k, k — K Ky, ],

2y lx

where we take into account the longitudinal character of LH waves (E;; =
= (k/Ik|)Ei Eri’ = (k/K|)EL"). If for two arbitrary LH waves with the wave vec-
tors K; and k; the relationship

ky, 1k, =k, Ik, =const (13)

is fulfilled, then the excitation of the magnetic field perturbations in the direction
perpendicular to the unperturbed magnetic field is negligible, and the magnetic
field perturbations can be excited in the paramagnetic sense. This realationship
means that LH wave spectrum consists of the waves propagating in one plane. In
this case we obtain

2 2

W
3B, o« = B cos’6,, (14)
oy | By |

where cos 0y = k/|k|. The estimate (14) is valid for the spectrum which is rather
broad and/or consists of several peaks. The width of LH wave spectrum in k-
space determines the characteristic wave vector of the low-frequency magnetic
field perturbations. For the data of the experiments [1] (the characteristic fre-
quency f= 55 MHz, @y = 2nf = 3.46- 10® 57!, [E| ~ 10 kV/cm, [Bo| = 1.2 kGs, the
electron density n, ~ 10'? cm™) under the assumption that cos 8, takes the typical

(for LH waves) magnitude cos 6y ~ ,/m, /m; , we get from Eq. (14): 6B, ~ 18 Gs

for hydrogen plasmas; 8B, ~ 9 Gs for deuterium plasmas. We see a good agree-
ment of this estimate with the experimental data 6B, ~ 10 Gs.

4. The electron density perturbations dn are related to the usual development
of the modulational processes with the participation of LH waves. They appear in
the places of LH field localization (see, e.g., [2]). Let us determine én using the
theory of perturbations. The dielectric permittivity for LH waves propagating
under the angle 6, with respect to the external magnetic filed is

2 2 2
on w, W, 0, dn
£, = (€ ~— = 1-—2 05?0, ——2 4 2 2L (15)
n, o’ o o n
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where the electron (w,.) and ion (®,;) frequencies correspond to the unperturbed
electron and ion densities (n.9 = nip = n), respectively, (g,), is the unperturbed
dielectric function. Poisson’s equation can be written in the form

on,_, (k‘kl) E

1 +
§). E =——(k-[nE| )= . 16
(O)k k noikl( [n ]k) J. n, |k"k1| k™M ( )
From the other hand, we have (see, e.g., [2])
(&) Ef =2 j = i Ex By Ep 8(k -k, —k, -k, ) dk,dk,dk,, (17)

where qu”i 1., 18 the effective nonlinear third-order response in the fields of LH
waves. The derivation of the response ZZ{{ 1.1, fOT the case @, < g, is presented,
€. g., in [2]. Deriving this response for the case ®,, > 0g, we use the same proce-
dure as in [2]. We find
28, =l o ),
m, |k |k, ||k, ||k, | &ty

X|:k2klz + i(klxkl_l_ )z _ (kkl):| [k2:k3z _i(k2lxk3l )z _ (kZ .k3)]
2 k]

2 2 2
[V (O[O P ®p, () WO, ®p,

(18)

where £ and £ are the electron and ion parts of the unperturbed dielectric per-
mittivity € (the subscript 0 is omitted).

Using the explicit values of £ o

and £ in the low-frequency limit ®= |o -
—oy = |0, + 03 << kv, (k=k-K,=k,+k,), the fact that under the
experimental conditions [1] 0),,,,2 >> 3,%, and the condition (13), we find that the
main contribution to the effective response is made by the terms which do not
contain the gyrotropic nonlinearity (proportional to vector products). Then Eq.
(17) can be presented in the form (16), where

n___ |E

_— (19)
n, 4nny (T, +T;)
Comparing (19) and (14), we find
2
S_nx 2.0 8B, ec’ 6, (20)

nO B wie | BO |
where B = 8mng(T, + T)/|Bof’. For the typical data of the experiments [1]
(@ /27 = 55 MHz, @, /27 = 15 GHz, B ~ 0.001, 8B, / |Bo| ~ 0.01, cos 8y ~ +/m, /m; )

this estimate gives the value of dn/ny ~ 0.5. So this is in accordance with
the experimental data dn ~ 0.5ny measured by the microwave interferometer
when strong electric field bursts give rise to enhanced electron density modula-
tion [6].
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5. Thus the theory developed here allows us to explain the main experimental
results [1] under the assumption that LH wave spectrum consists of the waves
propagating in one plane. The most probable reason for the excitation of the
magnetic field perturbations in these experiments is the development of the mag-
neto-modulational processes.
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EXCITATION OF A WAKE FIELD
BY A RECTANGULAR MICROWAYVE PULSE
IN A RECTANGULAR WAVEGUIDE
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Analytical expressions are obtained for the longitudinal field (wake field), density pertur-
bation and the potential behind high intensity microwave pulse propagating in a plasma
filled rectangular waveguide with the pulse duration half of the electron plasma period. A
feasibility study on wake field is carried out with rectangular pulse under the effects of mi-
crowave pulse parameters and waveguide dimensions. A 1 ns short rectangular pulse with
intensity 250 kW/cm?” at the frequency of 5.03 GHz can excite the wake field of 1.0 MV/m
in a waveguide of width 6 cm and height 4 cm. The field of wake gets weakened at higher
microwave frequency and larger dimensions of the waveguide for other fixed parameters;
but larger field is achieved when the pulse length of the microwave pulses is made shorter
and/or intensity of the pulses is increased.

1. Introduction

The charged particle acceleration has been the subject of great interest for the
experimental as well as the theoretical research and appreciable attempts have
been made to achieve compact ultra high gradient accelerators using high inten-
sity short pulse lasers in the plasmas ([1], [2] and references therein). Most
widely investigated plasma based acceleration schemes mainly include the
plasma beat wave accelerator, laser wake field accelerator, v,xB accelerator and
the plasma wake field accelerator. Investigations on the plasma wake field began
with the pioneering work of Chen ez al. [3] and the first experimental evidence
was reported by Rosenzweig et al. [4], where they employed super relativistic
electron bunches of short pulse duration in a high density plasma. Nishida et al.
[5] have succeeded in exciting a wake field in the ion wave regime with long
pulse duration by employing a variety of driving bunch shapes. Later, Aossey et
al. [6] observed such type of wake field in three-component plasma also.

In laser wake field acceleration, a large amplitude wake field is excited by a
high intensity short pulse when its length matches with half of the plasma wave-
length and the injected electrons can be accelerated to high energies [7, 8]. How-
ever, the diffraction of the laser propagation limits the laser plasma interaction
distance to the extent of the vacuum Rayleigh length and this effect eliminates
the advantage of ultrahigh gradient acceleration from laser driven accelerator. In
order to achieve higher acceleration, the laser plasma interaction length as well as
the amplitude of the wake field should be maintained at higher magnitudes. The
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wake fields can be enhanced by the nonlinearities in response of the plasma to
the pondermotive force of a long smooth laser pulse of relativistic intensity
whose length is much larger than half of the plasma wavelength [9]. The ampli-
tude of the laser wake field has also been found to increase by the ionization
processes of the gases at comparatively higher laser peak intensities [10]. A cap-
illary tube can be used as a waveguide in order to enhance the interaction length
[11]. Tapered plasma channels have recently been proposed to achieve greater
electron acceleration in laser wake field mechanism by enhancing the interaction
length of the laser pulse with the plasma [12].

It can be noted that generally the lasers due to their high intensities and ultra
short pulse durations have been employed for the wake field excitation and ap-
preciable energy gradients for electrons have been achieved. However, it will be
of much importance if high power microwaves could be used in place of lasers
for the wake field excitation. The group of present authors has done extensive
studies on microwave plasma interaction in view of particle acceleration via the
resonant wave particle interaction, vpXB acceleration and the wake field excita-
tion schemes [13-15]. In the present paper, our aim is to carry out a feasibility
study on wake field excitation by the microwave (rectangular pulse) in a plasma
filled rectangular waveguide.

2. Wake field in plasma filled rectangular waveguide

A rectangular waveguide is considered with its inner width "a" along x-axis
and inner height "b" along y-axis filled with isotropic unmagnetized plasma, and
a high intensity short microwave pulse is assumed to propagate along z-axis. In
addition, the ions in the plasma are taken to be immobile on the time scale of the
interest. The plasma response to the electromagnetic field is given by the cold,
collisionless, nonrelativistic electron fluid equations. The propagation of the mi-
crowave in the waveguide is analyzed by assuming that the electromagnetic field
is a superposition of modes with a dependence along the propagation axis as €~ iPz
[16], where the propagation constant 3 = (@’ s,,/c2 — k)" together with k, as the
wave number corresponding to the cutoff condition and €, as the plasma dielec-
tric constant given by €, = 1 — 0,/ with @, as the plasma frequency. The Max-
well’s equations are solved along with the electron fluid equations under the condi-
tions that the tangential components of the electric field are continuous at the walls
of the waveguide. This procedure leads to the following dispersion relation

o = B+ @,k + P kL (1)

Here k. = (mn/a)® + (nm/b)* and m and n are the integers occurring in the field
solutions that describe the variation of the fields along the two transverse coordi-
nates. The cutoff frequency f. for the propagation of the microwave is obtained as
f.= {fpez + (cM4) [mYa® + n¥b*}' and the group velocity v, as
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vg = ¢ {1 = £ lf * = (HAf H[mPla® + n*1b?)]} 2. ®))

This can be noted here that the group velocity of the microwave in the plasma
filled waveguide depends on the waveguide dimensions in addition to the plasma
density and is less than the speed of light.

Now considering the one-dimensional case [17], we derive analytical expres-
sions for the wake field, density perturbation and the potential behind the micro-
wave pulse propagating along z-axis in the waveguide. The Maxwell’s equations
and the electron fluid equations are resolved into parallel (z-axis) and perpen-
dicular components. The system is considered to be nonevolving, i.e. all the
quantities depend only on & = z — v,¢ and the electron density is taken to be
ng + n./, where n,” is the density perturbation due to the microwave pulse and ng
is the unperturbed density. Moreover, under the conditions that the perturbation
n. in the density and the parallel component of the electron fluid velocity vy van-
ish when & — oo, and if the perturbations in the density are not so great, i.e. n,’ <
< ny, the Poisson’s equation together with the use of Maxwell’s equations yields
the following

O’G/OE? + (W, /ve) 0 — (cPel2mv,*) E* = 0. 3)

This is interesting to note here that the above equation allows us to obtain the
expression for the electrostatic potential ¢ for the different envelopes of E, i.e. for
different shapes of the pulse; however, our aim in the present paper is to make
calculations for rectangular pulse only.

Rectangular (RP) pulse. For a rectangular pulse of pulse length L we take
its field E as | E(E)| 2 = E* [H(E + L12) — H(E — L/2)] for —L/2 < & < L2, where H
is the Heaviside unit step function. Then (3) is solved together with this shape of
E under the condition that at the center of the pulse (i.e. at § = 0), where E is
maximum, the potential ¢ is zero. Finally we obtain the following expression for
the electrostatic potential ¢ (¢gp for rectangular pulse) behind the pulse for & < — L/2:

Orp(E) = (CPeEg Imov wy.?) sin (k,L/2) sin (k,L). @)

The above equation readily gives the expression for the wake field Ezp behind
the pulse for & < —L/2

Exp(E) = — (CPeEq Imovg w,,) sin (k,LI2) cos (k,E). 5)

Here k, = w,/vy = 21/A, together with A, as the plasma wavelength, which is de-
scribed by the group velocity of the microwave pulse in the plasma filled
waveguide. Now with the help of (4) and (5) one can derive the expression for
the density perturbations behind the pulse as

nere’ (E)ng = (€ Eg12m 2 vtw,.?) [1 - 2 sin (k,L/2) sin (k,E)). (6)
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3. Results and discussion

Now by giving typical values to the microwave intensity, waveguide dimen-
sions, microwave frequency and the plasma density we examine the wake field
excited by rectangular (RP) pulse for & < —L/2) in the waveguide. Since the pre-
sent theory considers a weakly nonlinear case, the density perturbations n,/n,
will be kept less than unity for presenting the results graphically.

Effect of microwave frequency. Figure 1 shows the effect of microwave
frequency f on the wake field Ezp behind the rectangular pulse. Here we take
typically the duration (length) of the pulse as 1 ns and the intensity as
250 kW/cm® in a waveguide of width @ = 6 cm and height b = 4 cm. The plasma
density ng for 1'ns pulse duration comes out to be 3.10-10"* m™ as per the condi-
tion that the pulse duration be half of the electron plasma period. The cutoff fre-
quency for the microwave propagation in the waveguide for these values of a, b,
npand m =1 and n = 1 is f. = 4.53 GHz. We have therefore selected the micro-
wave frequency f = 5.03 GHz in view of n,/ny = 0.9 for maximum attainable
wake fields. This is clear from the figure that the wake field behind the micro-
wave pulse goes down for the higher microwave frequency.

1.5

Fig. 1. Effect of micro- F~5.03GHz

wave frequency f on
wake field Egp excited by
rectangular pulse when a
1 ns pulse with intensity
of 250 kW/cm’ is used in
a waveguide of width
6 cm and height 4 cm.

1}

05 |

Wake Field E  zgp (MV/m)
o

f=5.06 GHz

-1,5
015 03 045 06 075 09 105 1.2

Distance (m)

Effect of waveguide dimensions. The effect of waveguide width a on the
wake field Ezp is shown in Fig. 2. Here the microwave frequency fis 5.03 GHz
and other parameters are taken the same as in Fig. 1. It is evident from this figure
that the wake field Ep is significantly decreased for the larger width of the
waveguide. This dominant effect of waveguide width can be explained on the
basis of expressions (5), which shows that the field Ep varies as 1/vg3. Since the
group velocity v, has a strong dependence on the waveguide width, it is increased
significantly for the increasing width and hence the decrease in the wake field is
faster. The similar effects are obtained for the increasing height of the
waveguide.
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Effect of pulse duration: plasma density. In the above studies we have kept
fixed the microwave pulse durations as 1 ns. However, now we examine the ef-
fect of shorter pulse (in comparison to 1ns) on the strength of the wake fields
Ezp. Here we evaluate for 0.5 ns pulse duration, which corresponds to the plasma
density no= 1.24-10'® m™. This increased plasma density has a direct bearing on
the cutoff frequency f. and for the same waveguide (4 cm X 6 cm) the frequency
f: is increased from 4.53 GHz to 4.62 GHz, when the plasma density (pulse dura-
tion) is increased (reduced) from 3.10-10"” m™ (1 ns) to 1.24-10" m™ (0.5 ns).
The effect of pulse duration on the maximum attainable wake field Egp is dis-
played in Fig. 3, where the microwave frequency for 0.5 ns is set as 4.911 GHz
and other parameters are taken the same as in Fig. 2. One can note from Fig. 3
that the wake field is increased for the shorter lengths of the pulses or increased
plasma density.

36
’g‘ 24} 0.5 ns
3
E; 1,2 | Fig. 3. Effect of pulse dura-
k] tion (length L) on wake field
';_' 0 Exp excited by rectangular
& a2 f pulse at frequency f =
£ % =4911 GHz for 0.5 ns.
2 24 1.0 ns Other parameters are the
38 . . . same as in Fig. 2.

01 03 045 06 075 09 105 1,2

Distance (m)

Finally we concentrate on (5) and note that the field Ep contains a term
sin(k,L/2). Since this term vanishes when the pulse length L is exactly equal to
the plasma wavelength A, (= 27/k,), the field Exp tends to zero near L = A,.
Hence, it is concluded that the wake field cannot be attained in a rectangular
waveguide when a rectangular microwave pulse of length exactly equal to the
plasma wavelength is employed.
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4. Concluding remarks

In the present paper we have attempted for the wake field excitation using high

intensity microwave in a plasma filled rectangular waveguide with rectangular
pulse. The present analysis reveals that a rectangular pulse can provide best results
if the microwave with shorter pulse duration is available; wake field increases from
1 MV/m to 2.2 MV/m if the pulse duration is reduced from 1 ns to 0.5 ns.
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INHOMOGENEOUS PLASMA PARAMETRIC
DECAY INSTABILITY
DRIVEN BY A FREQUENCY MODULATED PUMP

V. I Arkhipenko, V. N. Budnikov', E. Z. Gusakov', V. A. Pisarev,
L. V. Simonchik, B. O. Yakovlev'

Institute of Molecular and Atomic Physics Minsk, Belarus
"offe Institute St.-Petersburg, Russia

In the present paper it is shown both experimentally and in theory that inhomogeneous
plasma parametric decay instability (PDI) is very stable to pump frequency modulation
such non-sensitivity holds only for the pump frequency modulation faster than the decay
wave transient time. In the case of slower modulation, both harmonic and stochastic, the
PDI enhancement may take place instead.

The pump phase modulation was discussed as a possible way of parametric
decay instability (PDI) suppression starting from 60th. According to results of
homogeneous plasma theory [1], it can serves as an effective method for para-
metric instability control. However the analysis carried out in inhomogeneous
plasma model for stochastic pump phase modulation have revealed high stability
of convective amplification coefficient, which appeared to be non-sensitive to
modulation [2]. Such stability was recently confirmed in experiment [3] and
shown in numerical computations also for absolute PDI [4], where the threshold
conditions for instability suppression in inhomogeneous plasma were determined.

It should be mentioned that theoretical conclusion [2] was obtained under the
supposition of very fast (delta-correlated) pump phase modulation. It was con-
firmed in experiment for modulation quicker than the transient time of the slow
daughter wave in the decay region as well. In the present paper the case of slower
pump frequency modulation is considered both experimentally and in theory. The
experiment was carried out in the linear plasma device "Granit" [3]. The
Trivelpiece-Gould (TG) pump wave (f, = 2480 MHz) was excited in the inhomo-
geneous plasma with a waveguide. The backscattering parametric instability
lo = Iy’ + s was observed under these conditions in previous experiments [3],
utilizing a monochromatic pump. The reflected fundamental TG mode /' and ion
acoustic wave, propagating along the magnetic field in the direction of decreas-
ing plasma density, are produced by this decay. The satellite, red-shifted by
3 MHz, appears in the spectrum of the signal reflected by the plasma. The effect
of the harmonic pump frequency modulation on this PDI was investigated in
wide modulation frequency region for 0.1 MHz < f;, < 10 MHz [3]. The suppres-
sion was observed only for f,,>0.8 MHz and for large frequency deviations
Af > 50 MHz. The effect was strong close to the instability threshold, which was
increased by a factor of 3 for Af = 150 MHz. Far from instability threshold the
influence of modulation on the instability was weaker. At smaller modulation
frequencies f,, < 0.5 MHz there was no suppression of PDI, on contrary, a pro-
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nounced growth of the ion acoustic wave was observed. A more detailed investi-
gation of this wave in a specially performed scattering experiment revealed its
strong amplitude modulation at frequency f,,. The results of time resolved strobo-
scopic measurements of the amplitude of the scattering signal are shown in
Fig. 1, a, b for modulation frequencies f,, = 0.2 MHz and f,, = 0.35 MHz.

fo=0.35 MHz
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Fig. 1. Experimentally observed PDI wave amplitude behavior for dif-
ferent frequency deviation Af

As it is seen, the amplitude modulation is especially pronounced for specific
frequency deviations (Af =60 MHz for f,,=0.2 MHz and Af =40 MHz for
fm=0.35 MHz), for which the non-harmonic distortions are maximal. The ob-
served phenomena looks like a resonance effect for which the condition
Aff» = const holds.

The theoretical investigation of this resonance phenomenon is carried out in
the framework of coupled equations for slow varying wave amplitudes a; and a,
of oppositely propagating plasma waves:

%+v é—q‘—+v a =Yoae

17, T4 Yo

6; aa -d)( ) (l)
2 2 * iD(x,t
—=—+ V) —=+Vya; =Yyq€ .
ot 2 5 242 041

iD(x,t)

where CD(x,t)=IXAK(x')dx‘+6¢(x—v0t) is a phase mismatch caused by
plasma inhomogeneity and pump wave frequency modulation, v; — group ve-
locities, vy — pump wave group velocity, v; — damping coefficients, y, — is

maximal PDI growth rate, proportional to the pump wave amplitude. Here and
below dimensionless parameters are used t=tv/l, v; =V, /|v0|, x=x[l,

vi =V, 4f|v|, i=0,1,2. It is supposed that v; >0, v, <0, vy <0 and |vs|=v,.
The results of numerical modeling in the decay point x; =0 vicinity, where

Ak (x) = x/ ¢* for harmonic frequency modulation resulting in
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@O (x,2)=x>/120* +(A/ Q) cos[Q(t - x/ vy)] )

are shown in Fig. 2 for v, =-0.2, ¥, =0.65 and A=1.

At high modulation frequency Q>0.5 decay wave amplification is not af-
fected by modulation. On contrary, at lower modulation frequency Q <0.4 the
amplification is much higher, moreover it demonstrates well pronounced modula-
tion at frequency Q , which has much in common to that observed in Fig. 1.

The physical reason for this effect is convective losses suppression occurring
when the decay point velocity, moving under pump frequency modulation, coin-
cides with decay wave group velocity [5]. The amplification coefficient in this
case, according to [5] takes form

S= exp{[nygfz ]/[|V1 ~va|lva = "dl]}’

where v, is the decay point velocity. In the case the frequency of wave a, is
prescribed by thermal fluctuations, modeled by the source term in (1), the decay

. N . . 20% daw, .
point velocity is given by simple condition v, = " For harmonic fre-
Yo
quency modulation (2) the resonant increasing of amplification is expected at
(20% 1v4)AQcos [Q-x/vy)]=v,. At vy < 202AQ such increases should oc-

cur twice each period of modulation, but the strongest amplification is foreseen for:
AQ = vy, /[u2 (1-v, /v )] , @)

when the two resonance are overlapped. The last conclusion is in a nice agree-

ment with above experimental observation Aff,, = const and numerical calcula-
tions (see Fig. 1, a, b and Fig. 3).

3)

Fig. 2. Decay wave amplitude dependence
on time and modulation frequency € for
Vi= 1.0, V= -0.2, Yo= 0.65.

Fig. 3. V;= V, modulation rate A vs modu-
lation frequency; == == — analytical curve
(4), e — numerical calculations.

According to (3), amplification in the resonance case is formally infinite.
However in reality it will be saturated either due to the finite interaction time, or
by nonlinearities of the pump frequency modulation. In the later case the substi-
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ViiVo

(-v,)

tution a; =b;exp{i

(v =v)(e-v;) 28

, k# j and transition to the

moving coordinate system y =x—vy¢ converts system (1) into the form suitable

for analytical treatment'

T (1) 2 = Tobs ),

ab ab PR
8_t2+(vz—vo —9—}%=Yoble ),
where ¢(y)— ), 2(

202

4! —Vo)(vz "Vo)

and damping, source
2

terms are omitted. The amplification coefficient is estimated from this system in

WKB approximation as:

(6 ()) |-

SCXPJ‘g n
d

where (% =v? (v -v)(v,~v,) and
y; are zeros of the square root. In case
8 =y*/r2rt,
the most effective interaction for har-
monic modulation, we compare (see
Fig. :4) expression (5) predictions and
computational results based on (1).

It should be stressed that resonant
enhancement of convective amplifica-
tion coefficient is possible not only for
linear or harmonic pump frequency
modulation, but also for stochastic
modulation as it was shown in numeri-
cal modeling. The pump phase modula-
tion was taken in the form:

80 (x,t)=—(32m)"* (z,/T)"* Ax

xE exp{

modeling situation of

o) fleos(o,

10°] P T F i
>’ .
1
4 ,”
_ 1074 4 .
=) ;
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Je v
2 .
10%4 ::
10
10° T T v
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L

Fig. 4. Amplification coefficient de-
pendence on the nonlinear phase mis-
match parameter L for code calcula-

tions: Y V;=0.0, * V;=-0.12,
analytical results: ®* V,;=0.0, ~®-
Vd=-—0.12.

(t=x/v) +13 /w

where ®; = 2’rtj/T , T is time longer then any time scale of the problem, ¥; is

a random phase from [0,27] interval. This representation provides statistically
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uniform, gaussian frequency modulation possessing correlation function
(SQ (1)8Q(z ')) =A%exp (—(t —t')2 /21:3 ) , (8Q)=0, (692 )1/2 =A. Asitis seen

in Fig. 5, where variation of decay wave amplitude is shown for different random
phase sets, in the case of fast phase modulation (T, =1) amplitude growth is much

slower than that associated with growth rates y, or yo,/vz /v and saturates at
level prescribed by amplification coefficient exp[(ﬂ:ygfz )/(v1v2 ):| in agreement

with [2]. On contrary, for slow modulation (T, =16 ) shown in Fig. 6, fast bursts of
growth are observable and average level of amplification is much higher.

T T T T T
s0 100 150 200 250 300
time

Fig. 5. Slow wave amplitude behavior for Fig. 6. Slow wave amplitude behavior for
different stochastic phase realization, different stochastic phase realization,
7.=1.0,A=9.6. 7.=16.0, A=9.6.

Conclusions

The prediction of weak influence of the pump frequency modulation on the
inhomogeneous plasma PDI level is applicable only to the case of modulation
faster than transient time of daughter waves in the decay region. If this condition
is violated, the significant PDI enchantment become possible due to the effect of
resonant suppression of the convective losses from the moving decay region.
This effect manifests itself in the form of short giant bursts of decay wave ampli-
tudes. It can be used for selective excitation of PDI in experiment with chirped
frequency laser pulses.
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THE EFFECT OF THE ELECTROMAGNETICALLY INDUCED
TRANSPARENCY IN MAGNETOACTIVE PLASMAS

A. Yu. Kryachko, M. D. Tokman

Institute of Applied Physics Russian Academy of Sciences, Nizhny Novgorod, Russia

The effect of electromagnetically induced transparency (EIT) is investigated for the elec-
tron-cyclotron waves in warm plasma. It is shown, that the thermal motion drastically
changes the behavior of dispersive curves of the probe wave in the EIT regime in compari-
son with the cold plasma. Also the features of transverse propagation of the probe wave in
"quasi-EIT" regime are investigated for the cold plasma.

Introduction

An interesting parametric effect in contemporary coherent and nonlinear op-
tics is electromagnetically induced transparency (EIT) in ensembles of three-level
atoms caused by interference of the quantum states of electrons. This effect mani-
fests itself as formation of a "transparence window" within the zone of resonance
absorption of the probe light wave in the presence of high-power pumping wave,
which is accompanied, at the same time, by extremely slow group velocity of the
probe wave [1].

The classical analogs of this effect in wave systems were investigated in [2,
3] for the electromagnetic waves in isotropic plasma and in [4, 5] for the longitu-
dinal propagation of electron cyclotron waves in magnetoactive one. In both
cases the cold plasma was considered.

In this paper we investigate two basic problems: 1) we consider the influence
of the thermal motion in plasma on EIT effect for the EC waves, investigated in
[4]. We have shown that the thermal dispersion, provoked by the thermal motion,
changes the manifestation of EIT drastically; 2) we investigate the interesting
features of transverse propagation of the probe EC wave in cold plasma in quasi-
EIT regime. It is shown that in such regime the effect of depression of the reso-
nant component can be eliminated for the probe wave.

Effect of EIT in high-temperature plasma

When the thermal motion is considered, the collisionless absorption of the
waves is the principal effect. Hence, we can investigate this problem correctly
only within the framework of kinetic theory. Following the work [4], we will
investigate the propagation of two circularly polarized extraordinary waves along
the static magnetic field H = Hzy in magnetized plasma:

E (z,0)= Re{e+ [ E, exp (=it +ik,z)+ E, exp (—ico,t + ikzz)]} . )
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Here e, = 2'”2(x0+ iyo) is the polarization vector of extraordinary wave, Xo, Yo
and zy are the basis vectors of coordinate system. We will consider the range of
parameters:

|00 — @gl, ¥ << 0y, 0, (2a)
oL~ @], ¥ << 0oz, @, (2b)
ki Vr<< iz, (20)

corresponding to the conditions of electron cyclotron resonance for probe wave
(2a), effective excitation of plasma waves by the beat wave (2b) and weak ther-
mal dispersion (2c) respectively. Here w; = o; — o, and k, = k; — k;, are the fre-
quency and the wavenumber of the beat wave, excited by probe and pumping
waves, (), = (4meNym)'? is the electron plasma frequency, V= (T/m)"* and T are
the thermal velocity and the temperature of electrons respectively.

The kinetic equation for the electrons’ distribution function f has the follow-
ing form:

9 9 ) )
a—ft+vaf o, [V.z, ai——(m—[v B])a’; =—y(f-1,) (3)
Here fy is the unperturbed distribution function, wy = eH/mc is the electron
gyrofrequency, e¢ and m are the elecron charge (¢ > 0) and mass. Including the
non-zero value of ¥ in Eq. (3), we automatically agree the "Landau pole rule",
when calculating the collisionless decrement of the waves. Since the frequency
; is close to @y, the collisionless decrement of probe wave is significantly
greater, than the transport frequency of Coulomb collisions for thermal particles.
At the same time, according to the Eq. (2c), the value of collisionless decrement
for pumping and plasma waves is exponentially small and it is much less, than
transport frequency (for the parameters considered). Therefore, it is reasonable to
take v to be equal to the transport frequency of Coulomb collisions for the given
temperature.

Kinetic equation should be supplemented with the equation, describing the
excitation of plasma waves:

OE, [3t = ~4nj, = dne[V,f d*V . )

Here E, is the electric field of plasma wave and j, is the longitudinal component
of the electron current. We will assume that the ion density N is constant and the
plasma is quasi-neutral.

Considering the Eqgs. (2a) and (2b), we can use the technique of "reduced"”
equations [5, 6], i.e. neglect all "non-resonant” terms in Egs. (3) and (4). Solving
the obtained system of equations, one can find the expression for the effective
refractive factor of the probe wave:

A(w,, k)
Nz =N; - — :
EIT 0 &EC D((D,_,kL)—ggc'B((D,,kl)
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Eq. (5) generalizes the expression for N 2er in cold plasma [4]. Here
Erc = |eEyf2m(w, — g + iy)|*(ky/,)? is the ratio of squares of the oscillatory and
phase velocities for the pumping field (i.e. &gc is the dimensionless pumping in-
tensity), Ny is the "linear" refractive factor of extraordinary wave in warm
plasma within the kinetic theory (e.g. see [7]):

w_i*f(wl-klvu)a—kla(wf > E)JW 4y ©

N} =1-

o o, —w, —kV, +iy

D(wy,k;) is the "longitudinal” dielectric permittivity of warm plasma [7]:

2= (9F 10V.) V, dV,
D(m,_,kl‘)=1+%l’..[( o/ II) 4N

L -

o, -k Y +iy %
In particular, equation ReD(wy, k) = O is the dispersive relation for the plasma
waves. Here Fo(V)) = No"f Jod 2y, is the unperturbed distribution function for
longitudinal velocities, normalized to unity, <Vl2> =] fOVfd ZVL(J' fod 2Vl)".
A and B are the functions, not containing the &g parameter [6]. They are very
cumbersome and not shown here.

Dispersion and dissipation of the probe wave in EIT regime

The value of &g is the small parameter: for moderate pumping intensity (in
order of 100 kW/cmz) it is equal to the 107*+107C. Hence, the contribution of the
second term in Eq. (5) is significant only if the value of D(w,k;) is small enough
and the criterion of EIT can be written as:

&z >> max{ReD(w,,k, ), InD(w,,k, )} (8)

From the Eq. (8) one can see, that the dispersive curves of the probe wave in EIT
region are determined by dispersive curves of plasma wave (ReD(w.k;) = 0), in
contrast to the case of cold plasma, where their behavior was determined by
pumping intensity [4]. This physical effect is rather obvious: as shown in [5], the
effect of EIT in cold plasma can be observed only if the collective degrees of
freedom are effectively excited in plasma. In our case collective oscillations cor-
respond to the plasma waves and are determined by the dispersive relation
RCD((DL.kL) =0.

We investigated the law of dispersion of the probe wave within the EIT re-
gime, using numerical calculations for Eq. (5) and assuming that distribution
function Fy is Maxwellian and isotropic. Dispersive curves are shown in Fig. 1
for different values of pumping intensity /,. One can see that their behavior is
mainly determined by the structure of the plasma waves' dispersion curves, as
predicted above. In particular, dispersive curves have points with zero group ve-
locity (which is impossible for quantum system and cold plasma), corresponding
to the minimum of the dispersive curves of plasma wave: ®; = 0, + ®, + O(Egc)
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and k; =k, + O(Ego). Fig.2 demon- (0—0y) /vy, 1073 ;=400 KW/cm?

strates the modification of the absorp- 135
tion band within the EIT region. As

follows from this figure, there is the 1.0

frequency range, approximately corre- (.5

sponding to the point with zero group

velocity on the dispersive curve, where 0.0

the dissipation of the probe wave is -0.5

reduced. 20 10 00 10 20
Let us estimate the width of trans- Re(ck; /0p)

parency window Aw in EIT regime. In Fig. 1. Dispersion of probe wave. (y/0oy =
cold plasma [4] the value of Awcanbe _ g7 Yoy = 401075 T =30eV, No=

estimated as A® ~ (OJPO)HéEC)IIZ. For the _ 108 cm_3, H=135KkGs (021 = 94 GHz).
warm plasma it is possible to obtain the

analytical estimation for A® only in the context of the hydrodynamic theory [6].
In that case the expression for A has the following form:

1/2
Ao~ max{ (0,048 )" 2V7 /mp}. ©)
1.4 - Im(ck, /o) . plmick /on) _ L=[2Im(k)] " em 5107
1.2 1 !
10™ 10
1.0 E 1
TN 1072
0.8 {———1,=300 kW/cm 10"
061" =100 kW/cm 107
) 2—30kW/cm l....,....,....‘....,102
0.41 . 02  -0.1 ; 0.2
0.2 T ((1)1"(1)”) /OJH, 10
0.0 T 7 T T — Fig. 2. Transparency window. W)/, =
0.0 0.5 1.0 1_.? 2.0 =072, y/u),,, 401078 T=610eV, No=
(0~0p) /0y, 10 =10 cm™ H=35kGs (/21=94 GHz).

Since the Egs. (5)-(7) for N 2o are very cumbersome, the analytical result
for Aw in the kinetic theory can not be obtained. But it can be shown via numeri-
cal calculations, that the Eq. (9) is valid in the kinetic theory also. As follows
from Eq. (9), the transparency window in warm plasma can be significantly
wider, than in cold one, if the temperature is high enough:

1/2

T/(mcz)>0.)“; (ck,_) ((DHE-,EC/ ) (10)

For example, for the pumping intensity of 100 kW/cm® and other parameters,
corresponding to the Fig. 2, the temperature should exceed 150 eV. Moreover, if
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the Eq. (10) is fulfilled, the value of Aw does not depend on the pumping inten-
sity (Fig. 2). At the same time, as it can be seen from Fig. 2, b, the dissipation
and the maximum propagation length L = [2Im(k;)] ™ of the wave strongly de-
pend on the pumping intensity.

Possible applications of the EIT in ensembles of classical oscillators include
the spectroscopy of thermonuclear plasma and the realization of EIT in different
devices of microwave plasma electronics (e.g. for the purpose of pulse compres-
sion). For more detailed proposals, however, it is necessary to generalize our
theory for the non-longitudinal propagation of the waves in inhomogeneous
plasma.

Quasi-EIT regime for transverse probe wave

Having continued the investigation of the EIT for extraordinary EC waves,
we considered the transverse propagation of the probe wave in cold plasma. For
pumping wave we assume, that its wavevector k, has the finite angle ©,
relatively to the magnetic field H, such that the wavevector ki, of the beatwave is
directed close to the magnetic field H for the effective excitation of longitudinal
plasma oscillations at plasma frequency ®,: |kz,| = |k — kosin(©,)| << [ki], |k2], |kz|-

We investigated this problem in the framework of hydrodynamic theory,
using the technique of "reduced" equations very similar to the approach, used in
[5]. The results obtained are quite obvious from the physical point of view. It is
well known, that in linear regime the maximum dissipation of transversally
propagating extraordinary wave (probe wave) corresponds to the upper-hybrid
frequency w,,= ((1),,2 + wx)" and at gyrofrequency its dissipation is very small:

3/2
Imk, (o, =, )/Imk, (o, =, )~ (v/o,)" <<1, (11)
because for o, = wy the amplitude of the resonant component E,** of the wave
(having circular polarization with electric field vector rotating in the direction of
the electrons’ motion) is also very small due to the so-called effect of depression
of the resonant component:

|E™ B, |~ v/o, <<1. (12)

But when the amplitude of the pumping wave is finite, because of the
nonlinear interaction between pumping and plasma waves, the wave with differ-
ent polarization is generated at frequency ;. Therefore, the non-zero resonant
component appears for the probe wave, when pumping intensity is increased (see
Fig. 3, a). And the appearance of this component is accompanied by the increas-
ing of dissipation for the wave (Fig. 3, b).

Therefore, this regime of parametric wave interaction can not be called "elec-
tromagnetically induced transparency"”, because instead of transparency we have
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the increasing of dissipation. But this regime is nevertheless very interesting.
Here we still have the nonlinear regime of wave interaction and effective excita-
tion of collective degrees of freedom, which lead to the strong polarization ef-
fects and significant modification of the probe wave’s dissipation. And this re-
gime, in principal, can be used for the elimination of the depression and for the
increasing of cyclotron dissipation of the waves in plasma.
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Fig. 3. Resonant component (a) and dissipation (b) for transversal probe wave.
N=10" cm™, H=35 kGs (0p/21=94 GHz), Y/05=3.0-10", 0,/005=0.9, ©,=17°
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SELF-CHANNELING OF HIGH POWER MICROWAVES
IN A PREFORMED PLASMA WAVEGUIDE

C. Rajyaguru, T. Hosoya, H. Ito, N. Yugami, Y. Nishida

Energy and Environmental Science, Graduate School of Engineering,
Utsunomiya University 7-1-2 Yoto, Utsunomiya, Tochigi 321-8585, Japan

Propagation characteristics of high power microwaves are investigated in preformed
plasma density channel. Plasma density channel is formed by inserting a thin glass strip
along the axis of the chamber. The width and depth of the density channel can be adjusted
by changing the background plasma density. When incident microwaves with power more
than 50 kW are launched, density channel is expanded and microwaves penetrate for al-
most five Rayleigh lengths (~50 cm) in the channel. This way, preformed density channel
acts as a waveguide to guide the high power microwaves. The width of the density channel
increases and that of electric field decreases with increase in the incident microwave
power. This shows that microwaves modifies the refractive index of the density channel to
increase it at the center and remains trapped in the region of higher refractive index. Ana-
Iytical treatment to the propagation of electromagnetic waves in a dielectric waveguide
having step-index profiles shows good agreement with the experimentally measured elec-
tric field profiles.

Introduction

Now that lasers employing CPA [1] (Chirped Pulse Amplification) technique
have become readily available, a new era of discovery, similar to that following
the invention of the laser itself, has begun. Topics like, fast ignition [2], plasma
based accelerators (typically laser wake-field accelerators) [3, 4] and tunable
radiation sources [5] gained real acceleration after the availability of, so called
table top lasers. Plasma based accelerators are of particular interest as they can
hold acceleration gradients almost three orders of magnitude greater than the
conventional RF accelerators. However, plasma based accelerators require long
interaction lengths between laser pulse and plasma. Usually interaction lengths
are severely limited by vacuum diffraction [6] and other instabilities [7] of laser
pulse. Several schemes like self focusing [8], optical guiding [9] and preformed
channels [10] are proposed to achieve longer interaction lengths. Guiding of laser
pulse by preformed channel is the best candidate among all as self focusing and
optical guiding concepts are ineffective for short laser pulses and work only for
long laser pulses [11].

In present experiment we study the propagation characteristics of strong mi-
crowaves in preformed channel to avoid usually complicated experimental setup
and diagnostics involved in laser experiment. Complex problem of channel for-
mation and study of propagation characteristics have been isolated to concentrate
more on the physics involved in propagation of microwaves inside the channel
rather than solving for the technical problems associated with evolving (in time)
channels usually created in guiding experiments involving lasers.
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Experimental setup

The experimental setup used in the present investigation is shown schemati-
cally in Fig. 1. Unmagnetized argon plasma is produced in a stainless-steel
chamber of 100 cm length

and 60 cm diameter. Outside
surface of the vacuum cham-

ber is covered, for improved
plasma confinement, with

@em  line cusp arrangements, made
J from permanent magnets
4 o having surface magnetic field

: \I strength of 4 kGs. Plasma is

| 100 cm |

Magetror|

produced by a pulsed dis-

charge between six LaBg
e e went Cathodes and the grounded
chamber wall acting as an-
ode. Typical discharge volt-
age and discharge duration
are 180 V and 1.5 ms, respectively, with the repetition rate of 10 Hz. Typical
plasma parameters are, n, = 1~1.5-10'2 cm™, T, = 2 eV. Microwave used in the
present study has central frequency, fo = 9 GHz (corresponding to cut-off density,
n.= 110”2 cm™) and maximum power, 250 kW. The microwave pulse duration
is about lus, full width at half maximum (FWHM), with rise and fall time of
100 ns and repetition rate of 10 Hz.

The entrance of the channel is adjusted at such a distance that microwave can
enter it before diverging significantly from its beam size at the aperture of the
horn antenna. Density channel is formed by introducing a glass strip having di-
mensions 50x1x0.1 cm. Surface of the glass strip acts as a dielectric boundary in
plasma reducing the plasma density near its surface. This way, one would have
minimum density at the center and gradually increasing for higher radial posi-
tions. Channel width can be varied by adjusting the background plasma density.

Fig. 1. Experimental setup used in present study

Results and discussion

When 0.1 cm thick, 1 cm wide and 70 cm long glass strip is introduced along
the axis of the chamber up to 20 cm from the horn antenna. Typical density dis-
tribution measured in -z plane is shown in Fig. 2. As the plasma around the glass
strip is symmetric, all measurements are shown only on one side of the glass
strip. Horn antenna orientation is such that the direction of electric field is per-
pendicular to smallest dimensions (~1 mm) of the glass strip. Propagation char-
acteristics of microwaves within the channel are studied for different channel
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Fig. 2. Contour plot of plasma density and microwave electric field intensity: a — plasma
density in the absence of microwaves in r-z plane; b — microwave electric field intensity
within the density channel.

widths. It is observed that for smallest possible channel widths (= 1.6 cm), high
power microwaves (~ 250 kW) expands the channel and propagate for approxi-
mately 50 cm which is five times the Rayleigh length (~ 10 cm in present case).
The smallest cut-off dimension, for the 9 GHz microwaves used in present case,
is estimated to be 2 cm. Though the channel width, in absence of microwaves as
shown in Fig. 2, a, is less than the cut-off width microwaves can be seen to ex-
pand the channel and propagate in the preformed channel in Fig. 2, b. Figure 3
shows the radial density profile at z = 60 cm and corresponding microwave elec-
tric field intensity profile for different incident microwave powers.

== No p-wave
— 250kW
=== 150 kW

50 kW

Density (em'®)

Microwave Electric Field (arb.units)

] 20 40 60 80
Radial Position (mm) Radial Position (mm)
a b

Fig. 3. Expansion of density channel and penetration of microwave energy: a — density
profile for different incident powers at z = 60 cm; b — microwave electric field intensity
for different incident powers at z = 60 cm.

However, the expansion of the channel is observed less (not shown in the figure)
for greater channel widths. We have also observed that radial half width of
plasma density increases as incident microwave power is increased. Maximum
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expansion of the channel occurs around z = 60 cm as the radial width (in absence
of microwaves) at z = 60 cm is smallest (see Fig. 2, a) and greater ponderomotive
force is exerted. In addition, for spatial locations deeper into the channel, power
required to expand the channel also increases which is natural due to the intensity
depletion occurring as microwaves penetrate deeper in the channel. As the initial
channel width is wider near z = 42 cm as compared to that at z = 60 cm, radial
extent of microwave electric field is also wider, hence increase in incident power
beyond 50 kW does not significantly alter the channel width. However, initial
channel width near z = 60 cm is already smaller, thus greater ponderomotive
force is exerted leading to drastic widening of the channel when incident power is
increased beyond 50 kW. This is the reason why fractional change in the radial
half width of density is more for deeper locations in the density channel.

g E 23
= 20 2o,
s o~
< 4 N
N T N
o l0em
8 \%\§—Q
o 50 100 150 200 250 30 100 150 200 250
Input Power (kW) [nput Power (kW)
a b

Fig. 4. Variation of radial half widths of electric field and preformed density channel
with incident microwave power.

Similar behavior can be seen for the radial half width of microwave electric field.

Above mentioned results can be explained by analyzing the propagation
characteristics of microwave in dielectric waveguide having step index profile of
dielectric constant. Let us assume that a rectangular dielectric waveguide has
dielectric constant €; in a dimension 2a and €, outside. We also assume that the
variation is only in x direction, which is perpendicular to the microwave field
polarization (in y direction). One can look for the TE mode solution due to sym-
metry of the problem in the present experimental conditions. The solution can be
straight forwardly written as

E - {Eocos(Bx)exp(—ikz) (x|ga) }
E, cos(Ba)exp[-y( x| -a)l(-ikz) (| x[>a)|’

y
where 3 and m are connected by following two equations with kg is the vacuum
wavenumber:

0]
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¥ = Btan(ya),

Y +B* =k’ (g, —¢€,). @

Approximately, the half width of the electric field is proportional to inverse
of perpendicular wavenumber 3 and consequently Eq. (2) leads to

B/cos(Ba) = &, k,. 3)

Here, €, is assumed to be zero out size the channel as the density is cut-off for the
incident microwaves. Thus, one can approximately write that radial half width is
inversely proportional to the refractive index

Ar~1/B~1/\[e, ~1/n,. @

Equation 4 explains the experimentally observed results very well. When
high power microwaves enter the preformed density channel; density channel is
expanded due to the radial ponderomotive force thereby increasing the refractive
index there. From Eq. (4) then it is clear that radial extent of the electric field
then shrinks to narrower region of higher refractive index. As higher incident
power exhibits greater change in the refractive index, results shown in Fig. 4 are
very well explained.

Conclusions

We have shown that high power microwaves expand the preformed channel
by its ponderomotive force and propagate up to five Rayleigh lengths. Fractional
change in radial width of electric field and density depends on the unmodified
channel structure. Experimental results can be explained by propagation of elec-
tromagnetic waves in dielectric waveguide.
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LOW FREQUENCY SHEATH INSTABILITY
STIMULATED BY THE RESONANT ABSORPTION
OF A SHORT MICROWAVE PULSE

M. Starodubtsev', Md. Kamal-Al-Hassan, H. Ito, N. Yugami, Y. Nishida

Energy and Environmental Science, Graduate School of Engineering,
Utsunomiya University, Utsunomiya, Japan
'nstitute of Applied Physics, Nizhny Novgorod, Russia

Low frequency sheath instability has been observed in the circuit of a positively biased
electrode when the ambient nonuniform plasma is irradiated by a microwave pulse of short
duration (7 is approximately equal to the ion-plasma period). The instability with its char-
acteristic frequencies below the ion plasma frequency is stimulated by a flux of accelerated
ions produced by the microwave resonant absorption process. A qualitative model of the
instability is suggested.

Sheath-plasma instabilities are of the great interest for fundamental plasma
physics as a basic plasma property and for different applications, such as plasma
diagnostic techniques [1], plasma diodes [2] and discharges [3, 4], antennas in
plasmas [5, 6] and current systems in space [7, 8]. The high-frequency sheath-
plasma instability (at frequencies closed to the electron plasma frequency w,) is a
well-known process [6], which occurs in the sheath of a positively biased elec-
trode due to the finite electron transition time through the sheath. Low-frequency
current instabilities have also been observed in large magnetoplasma with a posi-
tively biased electrode [8] and in hollow cathode discharges [3].

In this report we present a low-frequency sheath-plasma instability that oc-
curs at the electron saturation current (i.e. when the electrode is biased positively
with respect to the plasma) in presence of energetic ion flux.

In the present experiment, the high-energy ion component has been produced
by the resonant absorption of a short microwave pulse (pulse duration is in the
order of an ion plasma period). It is known that the resonant absorption process
can cause the ion acceleration [9] due to different physical processes. We believe
that in the present experiment the main mechanism of ion acceleration is pro-
vided by the ambipolar electric field due to the plasma density gradient. This
ambipolar field produces ion acceleration in the direction down the density gradi-
ent, which confirms to our experimental observations. Nevertheless, the exact
identification of the ion acceleration process is out of scope of this report.

The experiments (see Fig. 1) are performed in a large (60 cm diameter, 1 m
length) laboratory plasma device with multipol magnetic confinement system. A
nonuniform plasma column with maximal density n,= 2.10" cm'3, electron tem-
perature T, =2 eV, ion temperature T; = T,/10, is produced at argon gas pressure
p = 4107 Torr with a pulsed dc discharge (pulse duration T, = 2.5 ms, repetition
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rate  fy;=10Hz) using tungsten Filaments
filaments as cathode. The typical L
density gradient scale lengths in the Horn Antenna & L
axial direction (z-direction) and in Microwave Lens

the radial (r-direction) are, respec-

Klystron
10 kW
50 ns

-3

tively, L,=(dlnn/0z)™" =100 cm and N°<T 2 ‘g "vc"‘
L,= (@lnn/or) " =50 cm. A p-pola- em %€
rized microwave pulse with fre- _Probes

quency fy = /21 = 2.86 GHz and AN 1
a maximum power of 10 kW is pro- J___@_Lll_J
duced by a klystron and is irradiated

into the plasma volume from a high =
gain horn antenna located at the  Fig. 1. Schematic view of the experimental
lower-density side of the plasma setup

chamber. The pulse width ranges

from 60 ns to 10 us at a full width at half maximum. The critical density layer
(wy = ,, where ®, is the plasma frequency) is located near the center of the
chamber. Diagnostics used in the presented experiment include two oppositely
directed disc probes measuring the ambient plasma density and its fluctuations, a
short dipole antenna and an electrostatic energy analyzer oriented to the over-
dense plasma to measure the particles accelerated toward the lower density side.

Figure 2 shows a set of typical oscillograms of the electron and the ion satura-
tion currents for two oppositely directed probes (double probe). The double probe
has been placed at the lower-density side of the resonant absorption region at a
distance Az =5 cm from the resonance point. One can notice an ion-wave streamer
(propagating down the density gradient), clearly in Fig. 2, b—d. However, Fig. 2, a
displays not only the streamer, but also the high-frequency oscillations (with char-
acteristic period T, = 0.3 us), which occur in the electron saturation current of a
probe facing the resonance region. This paper is aimed towards uncovering the
nature of these oscillations stimulated by the resonant absorption of a short micro-
wave pulse. Comparing Fig. 2, a and Fig. 2, b—d, one can conclude that the oscilla-
tions do not correspond to the real plasma density perturbations as same are not
detected when probe is biased in the ion saturation region (Fig. 2, c) as well as by
the probe facing opposite to resonance region (Fig. 2, b, d). We believe that the
oscillations in the electron saturation current are due to the sheath instability.

Nature of high frequency oscillations has also been examined with a micro-
wave resonator probe [10]. The probe design is presented in Fig. 3, a and a typi-
cal oscillogram is presented in Fig. 3, b. A quarter-wavelength U-shaped high-
quality (Q = 170) resonator exhibits a resonance at f,.; = 4.88 GHz in vacuum and
fres = 5.28 GHz in plasma near the resonance region. Measurements have been
performed when the signal frequency is tuned to the slope of the resonance curve
(f = 5.32 GHz) such that small shifts of the resonant frequency due to plasma
density perturbations produce approximately proportional variations of the
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PROBE ORIENTATIONS

Facing the resonant Facing opposite to the
absorption region resonant absorption region

@ (b)

—v/;—-\/;

(©) (d)

(N L

5 15 10 15 20
t (us)

10
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Fig. 2. Probe currents vs time at different probe
orientations. a, b — the electron saturation current (at
V=350 V); c, d — the ion saturation current (at V' =
=-70 V), a, ¢ — probe facing the resonant absorp-
tion region; b, d — probe facing opposite to the reso-
nant absorption region.

| (@
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Fig. 3. Measurements of plasma
density perturbations by using the
microwave resonator probe. a —
Schematic view of the probe. b —
Temporal behavior of the probe
output signal at f = 5.32 GHz.

amplitude of the probe output signal. Measurements by the resonator probe pre-
sented in Fig. 3, b are similar to ones presented in Fig. 2, 5~d and do not display
the oscillations observed in Fig. 2, a, although the probe time response is ap-
proximately ¢ ~ Q /f; ~ 30 ns which is much shorter than the characteristic period

of these oscillations.

The above results clearly demonstrate
that the oscillations in the electron saturation
current are not due to plasma density fluctua-
tions but are related to the sheath instability.
The instability occurs only when the probe is
biased positively with respect to the plasma,
as it is displayed in Fig. 4 where the ratio
ILosc g is plotted as a function of the probe
bias voltage. One can see that the relative
amplitude of the observed oscillations does

not remain constant (as it should be for the
case of real density perturbations) but exhib-
its threshold, growth and saturation, which is
a typical behavior for instabilities [6].

005

004

003

10 15 20
Ve (Volts)

Fig. 4. Relative instability
amplitude versus dc bias
voltage.

Figure 5 presents the temporal evolution of the electron saturation current at
different distances Az between the probe and the resonant region. One can see
that the instability gets well separated in time from the microwave pulse when
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A z increases. At larger distances (Fig. 5, d,
e) one can observe that the instability starts
few microseconds before the ion-wave
streamer reaches the probe. This result shows
that the instability is stimulated by energetic
ions produced by the resonant absorption
process propagating toward the lower-
density side with velocities v, ~ (3 ~ 7)c;,
where c; is the ion acoustic speed (note that
the streamer propagates down the density
gradient with approximately 2c;).

Typical energy spectrum of accelerated
ions is displayed in Fig. 6 showing the pres-
ence of energetic ions with energies up to
17V, which is approximately one order
higher than background electron energy.
These measurements were performed with an
ion-energy analyzer which discriminates
against ions below certain energy by a posi-
tive potential applied to the collector. Two
grids are placed in front of the collector: the
outer one is left at floating potential in order
to reduce disturbances of analyzer on the
ambient plasma and the inner one is biased
negatively in order to reflect plasma elec-
trons. The analyzer is located at approxi-

(a) Az=0 (z zm)
(b) Az=2cm
(c) Az=3cm

0 5 10 15 20
tpus

Fig. 5. Electron saturation current
(V = 50V) at different distances
from the resonance absorption
region showing that the instability
is associated with the bunch of
energetic ions produced by the
resonant absorption process.

mately 3 cm down the density gradient from the resonant region. One can see that
the resonant absorption of a short microwave pulse produces a bunch of acceler-
ated ions with a wide range of ion velocities. As this ion structure travels down
the density gradient, the peak disperses and fast ion components reach the probe

Discnminating Voltages
2v

15

0 5 10
t(ps)

Fig. 6. Higher-energy ions observed

with an ion energy analyzer.

20

significantly earlier than the ion wave
streamer (compare with Fig. 5, e).
Summarizing the above measurements,
the observed low-frequency oscillations of the
electron saturation current do not represent the
plasma density perturbations but are due to
instability of positively-biased electrode
driven by an energetic ion beam component.
We suggest a simple physical model of
the observed instability. Consider a posi-
tively biased (at U,) probe immersed into
plasma with an ion beam (eU, — beam en-

ergy). If Uy, > U, the beam is reflected inside the electron-reach sheath. Near the
reflection point its density increases manifolds and diminishes, consequently, the
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total negative space charge of the sheath. As a result, an overshoot of the electron
saturation current occurs due to the fact that the plasma ions do not evacuate
instantaneously (recall that v, >> ¢, from the present experimental data). The
duration of the overshoot corresponds to the time (1, ~ r/c; ~ 0.15 ps) taken by
plasma ions to move with the sound speed (¢s = 2-10° cm/s) across the sheath
region (r; ~ SAp =~ 0.3 mm). Before plasma ions can move, the positive probe
potential strongly penetrates into the plasma and in turmn influences the ion beam.
While the beam front has propagated toward the probe through potential-free
plasma, the subsequent part of the beam propagates into sheath through a decelerat-
ing potential. Hence, the ion beam disruption occurs due to the time-of-flight effect
and beam density inside the sheath decreases leading the sheath back to its initial
unperturbed state. The above mentioned process should continue for the subsequent
part of the ion beam. It is necessary to notice that the detailed analysis of the ob-
served instability implies rather complicated dynamics of plasma particles, which
require further theoretical investigations.

In conclusion, a new kind of low frequency sheath instability has been observed
when nonuniform laboratory plasma is irradiated by a short microwave pulse. The
instability with its characteristic frequency lower than the ion plasma frequency is
stimulated by a flux of accelerated ions, which is produced by the resonance micro-
wave absorption process. The instability occurs in the sheath of a positively biased
electrode due to the sheath collapse and consequent disruption of the ion flux. A sim-
ple physical model of the instability process has been suggested. The observed phe-
nomena can occur in both space and laboratory plasmas with non-Maxwellian ion
distribution and could contribute to the particle collection process in plasma dis-
charges and active space plasma experiments (including beam injection from rockets
and satellites, electrodynamic tethers or RF ionospheric heating).
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MICROWAVE PLASMA AND ITS APPLICATION
Yu. A. Lebedev

A. V. Topchiev Institute of Petrochemical Synthesis RAS, Moscow, Russia

Basic types of microwave plasma generators are briefly reviewed. The peculiarities of
physical processes in microwave plasmas are analyzed (spatial structure of the discharge,
electron energy distribution functions, plasma energy consumption, chemical activity of
microwave plasma). Self-organization of microwave unbounded plasma is also presented.
Different approaches to plasma application for different purposes are analyzed (active
plasma zone, afterglow zone and plasma light emission) together with their advantages and
disadvantages. Selected examples of microwave plasma application are presented. Potenti-
alities of microwave discharges are formulated.

Achievements in development of microwave generation and techniques cre-
ated preconditions for application of microwave energy in science and technique,
e.g. for generation of gas discharge plasma. Frequencies permitted for industrial,
medical and scientific applications: 460, 915, 2450, 5800, 22125 MHz (A[cm] =
= 30/f[GHz] < 30 cm). Frequency 2.45 GHz is the most spread frequency.

The term "microwave plasma" unites the plasma formations generated in dif-
ferent microwave devices. Such devices (microwave-to-plasma applicators) de-
fine relations of external and internal plasma parameters, structure of microwave
field, bandwidth, homogeneity and size of plasmas, energy efficiency of plasma
generator, values of minimal and maximal plasma consumption. Therefore it is
more convenient to consider the "microwave discharges" (microwave plasma in a
particular microwave-to plasma applicator) for analysis of application of micro-
wave energy in plasma physics and application. Typical schema of microwave
plasma arrangement is shown in Fig. 1.

Reflected power Incident power
. . MW-to-
Microwave | Circutator |, Directional N Mgtch{ng plasma Load
generator coupler circuit applicator

Discharge
chamber

Fig. 1

Microwave discharges have now a strong position in the line of other plasma
generators. They used in plasma chemistry, analytical chemistry, gas discharge
light sources, etc [1-10]. Properties of microwave discharges and plasmas are
considered in all scientific meetings related with plasma physics and plasma
technologies. Interest to microwave plasma stimulated carrying out the special-
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ized periodical scientific meetings devoted to the problems of microwave plasma.
They are the International Workshops "Strong Microwaves in Plasmas" and "Mi-
crowave Discharges: Fundamentals and Applications”. Proceedings of these
Workshops contain a comprehensive information on all aspects of microwave
discharges, plasma and application and were the basic of this review.

The review contains a brief consideration of microwave plasma generation,
peculiarities of microwave plasma and selected aspects of application of micro-
wave discharges.

Main types of microwave-to-plasma applicators

All designs of microwave-to-plasma applicators can be conditionally distrib-

uted into several groups:

a) microwave cavity plasma generators;

b) microwave waveguide plasma generators;

c) surface wave sustained plasma;

d) slow wave plasma generators;

e) microwave plasma with distributed energy input;

f) wave beam microwave plasma generators;

g) electrode microwave plasma generators;

h) initiated microwave discharges;

i) plasma generators with combinations of microwave and other fields;
j) microwave plasma generators with external magnetic fields.

First two groups can be attributed to so-called plasma "generators with local-
ized discharge zone" where the plasma exists inside the microwave-to-plasma
applicator and plasma dimensions are defined by dimensions of the applicator.
As usual the characteristic plasma dimensions are less than wave length. To in-
crease the plasma size it is possible increase the wave length or to place the dis-
charge tube along the waveguide. Some examples of cavity and waveguide
plasma generators are shown in Fig. 2, 3.

Microwave fields give the unique possibility to increase the plasma size by
using the propagated waves Fig. 2, ¢ and radiate structures Fig. 2, d, e, f.

Surface waves represent a family of propagating waves. Figure 4 shows two
devices for surface wave sustained plasma with a discharge generated inside the
discharge tube (surfatron) and outside it (duo-plasmaline). Numerous devices from
this group produce the plasma in large volumes and over large treated substrates.

Radiate structures are presented by two families of constructions. Slow wave
plasma generators realize the concept to place a discharge vessel to the field
space near the slow wave structure of different configurations. To increase the
plasma homogeneity the discharge tube can be places at the angle to the struc-
ture. Increase the plasma volume can be provided by use of two slow wave struc-
tures ("sandwich" system) as it is showed in Fig. 5.
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Fig. 2. Microwave cavity plasma generators
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Fig. 3. Microwave waveguide plasma generators
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Surfatron Duo-plasmaline

Fig. 4. Surface wave sustained plasma

1
- o [} (-] [-] o
MW l MW t Fig. 5. Slow wave plasma generator

Systems with distributed energy input use different types of antennas
(waveguide with slots, ring cavity with slots, rod antennas, etc) to introduce mi-
crowave energy into discharge vessel (Fig. 6). Coupling elements can be adjusted
to produce homogeneous plasma. To provide necessary level of homogeneity the
working pressure often should be decreased.

fing cavi coupling units

discharge tube MW —o- / |

slotantennas

— dielectric
window
MW —w- C— discharge chamber
coupling unit
a b

Fig. 6. Microwave plasma with distributed energy input a — slotted antennas system
(SLAN-System), b — rod antennas system.
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Microwave beams can produce the plasma in large discharge chambers in-
cluding the free space (freely localized discharges). Application of quasi-optical
systems and crossed beams gives the possibility to generate plasma in the chosen
region of space. Displacement of plasma position provides the treatment of large
volumes. Minimal role or even absence of walls of plasma container creates con-
ditions for super pure plasma chemistry processes.

All plasma generators considered above realize one of obvious advantages of
microwave discharges or the concept of design of discharges without electrodes.
It is important because there are
no the sources of plasma con-
tamination in the discharge cham-
ber. But recent experiments with
electrode microwave discharge
showed that dangerous of con- Mw
tamination in microwave field —»
was overestimated if the micro-
wave power less than several kilo-
watts. In this condition the Electrode
mechanism of electrode erosion is
related with high energy ion bom-
bardment and is negligible due to
small DC accelerated field in the
electrode plasma sheath. This is
the reason why attention now is Fig. 7. Electrode microwave plasma generator
paid to electrode (Fig. 7) and ini-
tiated microwave discharges. Initiated discharges are the discharges which can
not exist without initiator at a particular level of microwave power. Additional
electrodes, hard particles, ionizing radiation etc can be used as initiators.
Peculiarities of electrode microwave discharges are:
localization of a plasma action region in the chosen position,
generation of a plasma active particles just near the treated surface,
low maintenance microwave power;
absence of a surface pollution by the products of electrode erosion,

* the area of plasma region is controlled by the electrode shape.

s [Initiated discharges have additional advantages:

* nonequilibrium plasma can be generated at atmospheric pressure. This is
important for increasing the plasma process capacity,

* electric field strength can be adjusted for maximum efficiency of the process.
This gives the additional channel of control of plasma chemical activity.
Combined discharges (one example is given in Fig. 8) are used if it is neces-

sary to:

* use the positive properties of each of discharges;

e generate the plasma at power levels insufficient for existence of self-
sustained discharge;

Short
plunger

Substrate
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* produce plasma with desirable properties (additional possibility of control
the plasma parameters, widening of range of variation of parameters, in-

crease of active particle den-

sities, homogeneity, etc);

* increase the stability of
plasma system.

Any microwave plasma sys-
tem can be placed in the magnetic
ﬁeld (Fig. 9) to provide:

matching of plasma device

with the microwave power

transmitted line;
¢ realizing of ECR-regime

(RHz) =f,,= 2.8 -10"°By(T));
* limitation of plasma zone

(protection of the walls, di-

electric windows from the ac-

RF electrode

| Discharge
“T" chamber

——— Substrate

T T s 0N Microwave window

Fig. 8. Plasma generator with combinations
of microwave and RF fields.

tion of plasma, decrease of the charged particles losses which leads to de-
crease of microwave maintenance field strength);
* transport of plasma particles to the necessary direction;

¢ plasma anisotropy.

Figures 2-9 showed only small portion of designed devices. It is clear that spe-
cial microwave-to-plasma applicator can be designed for any particular application.

a)

b)

By

Fig. 9. Microwave plasma generators with external magnetic fields
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Peculiarities of microwave plasma

Microwave plasma generators can produce plasma in any gas phase medium
at pressures from 107 Torr to pressure higher than atmospheric one in impulse or
continuos wave mode. Plasma densities are ranged between 10 cm™ and over-
critical values (n, > n,. [cm™] = 1,24-10"° f2 [GHz]), the average powers are var-
ied between units of Watts up to hundreds of kW. The plasma absorbed power is
of 95% of the incident power.

Peculiarities of microwave discharges and plasma are related with peculiari-
ties in the spatial structure of plasma caused by behavior of plasma in microwave
field and by peculiarities in kinetics of plasma electrons. Both these factors can
define the perspective directions of plasma application.

One of distinct features of microwave plasma is non-uniform electric field
strength (e.g., skin-effect). This non-uniformity leads to non-uniform energy in-
put, non-uniform density profiles of electrons and excited particles, non-uniform
plasma emission (e.g. displacement of region of maximum plasma emission with
increase of the frequency from the center of the discharge to the plasma walls).
Non-uniformity of plasma depends on gas pressure, field frequency, plasma size,
plasma power.

Both local and averaged over the volume plasma properties of compared dis-
charges having different spatial structures can define the comparative efficiency
of the different discharges. This factors should be taken into account when chose
the type of discharge.

Light sources is an example of influence of local plasma parameters. E.g., al-
though the intensity of light emission of DC plasma in maximum (axis of plasma)
is higher than that of microwave plasma, displacement of region of maximum
emission towards the wall in microwave plasma leads to increase output emission
(over the walls of discharge vessel) in microwave plasma. This is caused by de-
crease of the role of self absorption of the emission in microwave plasma.

Plasma chemistry of volume processes is an example of the role of averaged
over the volume values in the efficiency of discharges.

The important factor defined the structure of the discharge is the phenome-
non of self-organization which was demonstrated in plasma in large plasma con-
tainers (plasma dimensions is less than dimensions of discharge vessel). These
plasma structures are often ball-shaped at pressures from mTorr to 100 Torr. The
physics of these formations is far from complete understanding.

One of advantages of microwave discharges is that they can produce high
density plasma without contraction as it takes place e.g. in DC plasma.

Peculiarities of electron kinetics in microwave field can be illustrated by
plasma chemical activity. Chemical activity of plasma is the ability of plasma to
purposeful influence on chemical components of plasma or on the properties of
objects immersed in plasma. Chemical activity of plasma depends on the internal
plasma parameters.
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Comparative study chemical activity of plasmas started 50 years ago. On the
base of investigation of the process of dissociation of different molecules it was
stated that microwave plasma have maximum efficiency for this process per unit
of absorbed power (R. L. MacCarthy, 1954). This statement is often sited in the
literature and for a long time it was a basement for chose of microwave plasma.
But question "Why is it so?" was without answer.

To answer the question several problems should be solved. How to compare
the discharge properties (or what is the most convenient invariants of compari-
son)? What plasma parameters define the chemical activity of plasma? How
plasma parameters depend on the type of discharge (e.g., on the field frequency)?

These problems were the topics of special analysis and they were solved for
energy capacious reactions in quasi-homogeneous plasma of non-equilibrium
self-sustained discharges. Only basic results will be given here.

The following set of external discharge parameters seems to be the most
convenient for the purposes of plasmas comparison:

— the absorbed powers per unit volume;

— the gas pressure and initial gas composition;

— the wall temperature; -~

— the dimensions of plasma container (e. g tube radius).

Plasma chemical activity depends on the rate of processes initiated by elec-
tron impact. The rate of the process is defined by product of electron density and
rate constant. The last one is defined by the electron energy distribution function
(EEDF).

At present it is possible to formulate the general conformity to the natural
laws describing the differences of EEDF's in different plasmas (e.g., in DC and
microwave plasmas). Self-consistent modeling, the numerical and analytical so-
lutions of the electron Boltzmann equation have shown that major parameter de-
fining the characteristic feature of EEDF's in different plasmas is the shape (the
energy dependence) of the electron-heavy particle momentum transfer cross-
section O(€).

Although EEDF in microwave plasma has some peculiarities and can be en-
riched or depleted in high energy region as compared with other discharges (rate
constants have the same behavior), the rates of energy capacious processes are
the same at the same power consumption in different plasmas. This is the conse-
quence of self-consistency of plasma parameters: change of EEDF leads to corre-
sponding change of plasma density to conserve the plasma absorbed power.

This means that plasma chemical activity of quasi-homogeneous non-
equilibrium plasmas are the same at the same plasma absorbed power. But high
energy consumption and high electron densities and active particles are provided
in microwave plasma much easier than in other discharges.

As plasma power consumption is the parameter defining the internal proper-
ties of the plasma it is necessary to not the peculiarity in the nature of this power
which appear at pressures less than 20-30 mTorr. Electron gains the energy in
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quasi-homogeneous alternating field only in the presence of collisions with heavy
particles (Joule heating). In low pressure plasma (w > v) local narrow regions of
plasma resonance exist where electric field strength can be high. Additional non-
collisional mechanism of heating (acceleration) is realized for electrons crossing
this region with thermal energy. This process leads to enrichment of EEDF in
high energy region. This effect was registered in experiments.

Application of microwave discharges

Number of publications devoted to different application of microwave
plasma are counted by thousands papers. Only several examples will be given
below to illustrate potentialities of microwave plasma. Principles of microwave
plasma processing are the same as that for other discharges and are shown in
Fig. 10. Main area of application of microwave plasma is plasma chemistry.

Plasma Gas

Conventional method of or-
ganization of plasma proc-
essing

Advantage: high concentra-
tions of active particles

Disadvantage: influence of
chemical processes on pa-
rameters of plasma

ECR reactors with nonuni-
form magnetic field
Discharges with gas dy-
namic transport of active
particles

Advantage: plasma para-
meters independent of
chemical processes

Disadvantage: active par-
ticles losses during their
transport to reactor

High intensity light plasma
sources (light stimulated
chemical reactions, ana-
lytical chemistry)

Fig. 10

Microwave plasma is used for decomposition and synthesis of inorganic
compounds, e.g. for decomposition and synthesis of nitrogen oxides. Microwave
discharges are effective atomizers. Decomposition of H,O and CO, were consid-
ered in the frame of the problem of production of energy carriers (production of
H, and CO).
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Decomposition of SiCl, in different gas mixtures are used in the processes of
forming of half-products for optical fibers with low losses. This process, espe-
cially realized at reduced pressures, illustrates advantages of microwaves, related
with use of surface waves. The process is based on the deposition of SiO,-layers.
The profile of refractive index is provided by addition of Ge, B, P, N. Addition of
rare-Earth elements produces the active fibers (Fig. 11).

waveguide internal deposition cavity

heater (~1100°C)

freon

"] Discharge tube

SiCly
0, »l
freon

T

microwave

external deposition

Discharge tube
Surface re

wave plasma

E o Quartzrod

b

Fig. 11. Processes of manufacture of half-products for optical fibers: @ — MIP at atmos-
pheric pressure; b — MIP at reduced pressures (1-10 Torr).

Microwave discharges in mixtures, contained hydrocarbons are widely used
for film deposition (plasma chemical polymerization). It is necessary to mention
one direction where microwave plasma keeps a leading position. This direction is
diamond growth and deposition of diamond and diamond-like films. The process
is usually realized on substrates heated up to 1000 °C in the mixture of hydrogen
with small quantity of hydrocarbons. High power density and high concentrations
of active particles (H-atoms) provides the success of microwave plasma.

Special possibilities inherent to microwaves give application of wave fields.
Microwave plasma in wave fields is used for:

*  Generation of artificial ionized regions in upper layers of the Earth’s atmos-
phere (e.g., reflectors for broadcast system).

* Cleaning of upper layers of the Earth atmosphere from chlorine- and fluo-
rine containing compounds.

* Recovering of the earth ozone layer.

¢ Decrease of frontal flow resistance of bodies moving in the air (experiments
showed 10% decrease of flow resistance).

* Transmission of energy to the objects on the upper layers of the Earth’s at-
mosphere (generation of plasmas in vacuum near dielectric surface with
transformation of microwave energy in direct current — efficiency of trans-
formation is of 20 %).
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*  Welding of metal and dielectric super fine powders (1040 microns): mi-
crowaves initiate the gas breakdown near the contact points of powder parti-
cles at microwave power density higher than 10 kW/cm®. This discharge
leads to the local heating and welding of particles.

* Design of chemical reactors for super pure processes (free space reactors
with small role of the walls). The purity of products is defined by the purity
of initial reagents.

New term "plasma catalysis" was introduced into the scientific literature dur-
ing last decade to describe the phenomenon of increase of the rates of chemical
reactions at low temperatures under the action of plasma active particles when
plasma energy is a small portion of the total process energy consumption. This
phenomenon was demonstrated with strongly non-uniform, non-stationary non-
equilibrium plasma of impulse-periodical (0.1-1 ps, 1 kHz) microwave discharge
(9 GHz, pulse power 100 kW) in hydrocarbons at atmospheric pressure. The
process of hydrocarbon decomposition to soot and hydrogen was studied. In-
crease of the conversion degree and decrease of the energy cost of products (sev-
eral times) were shown.

Microwave discharges are used in analytical chemistry. Plasma transforms
the energy of external power source to the form which can be effectively trans-
mitted to the compound which have to be analyzed. As usual spectra of emission
are registered which gives the possibility to define the compound and its concen-
tration. Good results gave the combination of microwave discharge with gas
chromatographic column. This leads to increase of selectivity of analysis as it
permits to separate compounds with the same retention time. Although micro-
wave discharges have already used in analytical chemistry, perspectives of this
type of discharge are not clear in comparison with widely used RF discharge.

Microwave discharges are used for design of plasma light sources. Investiga-
tion and design of powerful sources of UV radiation started in 1973 (Fusion Sys-
tems Inc. USA) (Fig. 12). These sources operate in gas medium (noble gases,
mercury, halides, etc.) at pressures 1-10 atm, volume power density 100-
300 W/cm®, surface power density 20~100 W/cm®, gas temperature 4000-6000 K,
electron density 10°-10" cm, radiation efficiency 40-70%.

Screen Plasma

Cavity-reflector Cavity Reflector

Plasma

Light emission Light emission
Coaxial line

Fig. 12. Configurations of microwave discharges for light sources
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Recently interest appeared to gas discharge sulfur-containing lamps. These
lamps having the Sun-like spectrum of molecular sulfur (the color rendering in-
dex is of 80% — low level of UV and IR radiation in comparison with spectrum of
the Sun) were designed in 1992 (Fusion Systems, Inc. USA) and illumination
systems were demonstrated in 1994. Argon at pressure of 1 Torr is used as start-
ing gas, microwave power is of 3—4 kW, light efficiency 65-100 Im/W.

Potentialities of microwave discharges

¢ Plasma can be generated both with high (>1 W/cm®) and low (<1 W/cm3)
specific power consumption;

*  Wide region of operating pressures (from 107 Torr up to pressures higher
than atmospheric pressure);

*  Generation both quasi-equilibrium and strongly nonequilibrium plasmas;

¢ Control the internal structure of plasma by change in the design of the mi-
crowave-to-plasma applicator;

*  Generation of plasma both in discharges with and without electrodes. The
erosion of the electrode is absent in the latter case in contrast to DC and RF
discharges:

*  Generation of plasmas of small and large dimensions, including the free
space (e.g., the Earth’s atmosphere);

* Possibilities of plasma treatment of large surfaces by scanning the small
plasma region over the treated surface;

* Possibilities of combined influence of plasma and microwaves on the treated
objects to increase the efficiency of the process.

Summary

Analysis of publications showed that any plasma conditions and any plasma
based process can be realized with the help of representatives from the designed
family of effective microwave-to-plasma applicators. The most pronounced ad-
vantages of microwave plasma can be obtained in the processes which should be
carried out in the conditions of high energy consumption, in free space or which
should realize the concept of propagate, radiate waves or electrode discharges.

This study was partly supported by RFBR (grant 02-02-16021).
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The dynamically developing line in plasma physics is related with the perfection of
ECR sources of multi-charged ions (MCI). Plasma in ECR sources of MCl is created
and heated in mirror magnetic trap by microwave radiation at electron-cyclotron reso-
nance frequency. Actually the reports on the new progress in this field appear every
year. At present all modern accelerator centers all over the world are equipped with
such ion sources, and significant progress in nuclear physics achieved during last years
is bounded with this equipment. However modern requirements to the sources signifi-
cantly exceed their potential. First of all it is necessary to increase the ion beam current.
For this purpose higher frequency and more powerful microwave radiation is used for
creation and heating of plasma. This allows to create more dense plasma and thus to in-
crease ion current. The experiments performed in Italy, France and Russia have demon-
strated the perspectives of millimeter range gyrotron application for plasma heating in
ECR sources of multi-charged ions. The presented work includes the review of recent
experimental and theoretical investigations in this field.

Introduction

Pulsed sources of multicharged ion (MCI) beams are widely used in science
and technology at present [1]. More than 40 MCI sources of this kind are operat-
ing in leading scientific centers of nuclear physics research; new cyclotron accel-
erators planned to be put into operation are also oriented to utilizing electron cy-
clotron resonance (ECR) multi-charge ion sources [2]. For a number of applica-
tions it is necessary to increase significantly the current of MCI beams. For ex-
ample for the modernized version of heavy ion accelerator in CERN the beams of
multicharged lead ions with advanced parameters (charge 27, current up to
10 emA, pulse duration 100 ps, repetition rate 1 Hz) are required [3], which can-
not be provided by using traditional sources of MCI. One of the most promising
ideas to reach such parameters seems to be related with use of powerful pulsed
gyrotron radiation for production of high-density plasma in the mirror trap under
electron cyclotron resonance conditions. Indeed, ECR ion sources are most suit-
able for applications in accelerating facilities, they lead among all other types of
sources in complex of parameters and the most important of them is ion current.
Ion current is determined mainly by plasma density from which ions are ex-
tracted. As it is shown in [4], significant increase of plasma density in ECR
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sources is possible only with increase of frequency of pumping microwaves and
gyrotrons make it possible.

Using of powerful gyrotron radiation of millimeter wavelength range gives
opportunity to perform investigations with high plasma density, high microwave
radiation intensities (tens kW per cm?) and to provide high specific power depo-
sition (tens kW per cm’), thus opening prospects to get plasmas with the extreme
parameters useful for MCI production.

Classical ECR ion sources use rather complicated magnetic trap for plasma
confinement. They are mirror traps with so-called minimum B configuration. The
magnetic field in such traps is increased in all directions from its center. This
allows to stabilize one of the most dangerous plasma instabilities — magnetohy-
drodynamic (MHD), causing the plasma ejection to trap walls and thus decreas-
ing plasma confinement time.

The necessity to heat plasma at ECR resonance frequency imposes the value
of magnetic field in a trap. The more is frequency of microwave radiation the
more should be the magnetic field. Using frequencies above 30 GHz requires
application of superconductive coils causing sharp growth of their cost. Thus it
seems impossible to produce traps with min B field configuration for frequencies
above 30 GHz in the nearest future.

An influence of MHD instabilities becomes lower at high plasma density. An
increment of MHD instability is independent on plasma density value and is de-
termined in general by magnetic field configuration. Increasing plasma density in
trap leads to the reduction of longitudinal confinement time, that is determined
(for classical ECR sources conditions) by electron-ion collisions keeping stable
confinement parameter determining the efficiency of MCI generation in plasma.
At rather high plasma density the lifetime related with collisions (let us call it
useful lifetime) can be lower than time of plasma collapse due to MHD instabil-
ity, even in the case of using axisymmetric magnetic trap. In other words the lon-
gitudinal plasma losses determining ion flow into extractor become higher than
transversal ones. This method of MCI generation in the magnetic trap was for the
first time demonstrated in IAP RAS where the opportunity of MCI generation in
plasma with axisymmetric (without min B) mirror trap was shown at plasma
heating on 37.5 GHz [5].

Present paper contains the review of the results obtained in IAP RAS on the
investigation of dynamics of plasma creation and MCI generation in mirror mag-
netic trap at action of millimeter radiation.

The gyrotron was used for the first time to create and heat plasma in a simple
mirror trap with aim of multicharged ion formation in 1988 at Osaka University
[6]. 60 GHz/50 kW gyrotron radiation launched into plasma trapped in the simple
mirror machine. Multicharged ions were registered by vacuum ultra violet emis-
sion. Unfortunately these experiments were not continued.
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Plasma confinement in a simple mirror trap

Significant increasing of plasma density in the trap can change the mecha-
nism of plasma confinement [7]. Distinction of various regimes of plasma con-
finement in a mirror trap was studied depending on plasma parameters. Regime
of confinement for a plasma with hot electrons and cold ions depends crucially

on the ordering of the characteristic timescales such as time T, =InR/v, of
Coulomb electron scattering into the loss-cone, time T; = LR/V; of thermal es-
cape of ions from the trap, and gasdynamic confinement time T, = LR/V,. Here,

R and L are the trap mirror ratio and length, respectively, v,; is the electron-ion
Coulomb collision frequency, V, = ,/7} /M is the ion thermal velocity,

V, =,/zT,/M is the ion sound velocity, T; and T, are the ion and electron tem-
peratures, M is ion mass and z is the average ion charge state. At low plasma den-
sity, the slowest of all three processes is that of Coulomb scattering:
T >> T >>T,. Therefore, the loss-cone turns out to be essentially empty, and the

electron confinement time T, =T, >> T . Accordingly, to retain plasma quasineu-

trality, an ambipolar field in the trap should retard ion escape. That is achieved by
means of ambipolar potential "humps" formed in the vicinities of the magnetic
plugs. In this case the ion confinement time can be estimated roughly as:
e A
T =1 'CXP('Z—'—;T‘E)

i

’

where 7; is the confinement time of an ion with charge state Z;, e is the electron
charge, and Ao is the height of the potential "hump". As the plasma density is in-
creased, the electron confinement time decreases and at some point drops below the
time of ion thermal escapes from the trap. Thereafter, the potential "humps" have
vanished, and ambipolar field starts contributing to ion expel from the trap
(A@ becomes negative). Due to the frequent ion-ion collisions, the confinement

times for different sorts of ions appear to be almost the same, and, thus, equal to the
electron confinement time, which is determined by Coulomb scattering:

T" = te = TC N
when 7. >1,, or by gasdynamic processes:

t,zteztg,

when the plasma density is so high that T, <7, . In Fig. 1, according to the ar-

gument above, the plane of plasma parameters is split into characteristic regions
for three regimes of plasma confinement.
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In order to simulate formation of the ion charge state distribution in plasma,
we employ the set of ionization balance equations for ions with arbitrary charge
i[8]:

oN; N;

—= (ki—l,iNi—l - ki,i+1Ni) ‘N, -—*.

ot Ti
Here, 7; is the confinement time for an ion with charge state i, k;;,; is a electron
impact ionization rate calculated according to the Lotz formula [9]. Equations for
the electron and neutral gas (argon) densities:

oN, 17 N

2= Ne 2 kg =
1=

e

%-: I(t)_kO,INONe )

where I(t) is the rate of gas influx to the trap. The set of equations is completed
by the quasineutrality condition:
1 1 BN

. N,iz1 7

The dependence of average ion charge in plasma on the density of electrons at
different temperatures was obtained as a result of the numerical simulation (see
Fig. 2).

The horizontal area of these functions correspond to the classical confine-
ment regime, rising zone — to quasi-gasdynamic one. This plot looks so because
in classical regime the confinement parameter p =N, -7,, determining ion

charge state distributions, doesn’t depend on plasma density, so average ion
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charge doesn’t vary with its growth. In quasi-gasdynamic regime plasma lifetime
doesn’t depend directly on N, thus p grows linearly with growing density and

consequently average charge increases (see Fig. 2).
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Fig. 2. Dependence of the
average ion charge on the
plasma density at different
electron temperatures.

The total ion current density, carried by the plasma out of the trap along the
magnetic field lines, is equal to:

N,LeR
J=—— 1)
2n,
The results of the corresponding calculation are shown in Fig. 3.
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At plasma density of 10" cm™ the ion current density in the plug of the trap can
vary from 10 mA/cm? to 1 A/em?, depending on the electron temperature. Thus it
was demonstrated during this study that in frame of unified approach it is possi-
ble to describe qualitatively both the traditional ECR sources pumped at frequen-
cies up to 18 GHz and the sources with very high plasma density using micro-
wave pumping with frequency 37.5 GHz and more.

Experimental setup

All the experiments were performed on the setup with name SMIS-37 sche-
matically presented on Fig. 4. The source of microwaves was gyrotron. Maxi-
mum power level was 130 kW, pulse duration was 1.5 ms, and frequency was
equal 37.5 GHz. Quasi-gaussian beam of microwaves was focused into the vac-
uum chamber placed in warm pulsed simple mirror trap. Length of the trap was
25 cm. Mirror ratio was 4. Maximum value of the magnetic field in the trap was

42° dGNET

GYROTRON  SIMPLE MIRROR  EXTRACTOR JON ANALYSER

37.5 GHz MAGNETIC TRAP up to 30 kV
130kW 1.5ms R=4, Bnax =35

Fig. 4. Schematic presentation of the setup SMIS-37

more than 3.5 T. We used two-electrode quasi-Pierce extraction system for ion
beam formation. The extractor was placed into the plug. The diameter of the hole
in the plasma electrode was 1 mm. We could apply up to 30 kV of extracting
voltage. Extracted beam was analyzed and collected by two Faraday cups. Re-
movable Faraday cup was placed right after the puller electrode.

Experimental investigation of plasma instabilities
Investigation of plasma instabilities is the key point in the investigation of

plasma confinement in the magnetic trap. In the result of experiments carried out
on SMIS-37 the three types of plasma instabilities were selected.
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Near-wall instability. The experimental investigations of the peculiarities of
ECR discharge in various conditions allowed to select two different kinds of dis-
charge: volumetric and axial ones. The discharge properties at these stages differ
rather strongly. At the axial stage the current of ions extracted from plasma is
relatively low (200 mA/cm?, see below), but average ion charge is high. At the
volumetric stage current density reaches 1 A/cm’ at average charge close to 1.
This section is devoted to the description of reasons of the transition from axial to
volumetric discharge.

One of the possible explanations of such behavior is related with the process
of ionization in gas excreted from walls of discharge chamber under the action of
plasma flow from the trap. Actually the significant increase of gas pressure
measured by a vacuum lamp at the discharge evolution confirms the essential gas
appearance in the discharge volume that may be connected only with gas en-
trance from vacuum chamber walls.

The optical image of the plasma in the trap was registered by the high-speed
frame-mode CCD camera with shortest exposure duration about 5 ps. Image cor-
responding axial stage of the discharge is shown on Fig. 5 (left image). The im-
age remains its appearance during the first stage of the discharge. The typical
image of the plasma in the volumetric stage of the discharge is shown on the
same figure (right image). In this case plasma consists of several columns, they
appear and disappear at different radiuses independently. Lifetime of columns is
less than the lowest repetition period of the camera; which equals 10 ps.

Fig. 5. Typical negative image of the discharge. Left image is in axial
stage of the discharge; right image corresponds to volumetric stage.

Such a small rising time of a plasma column discharge requires very intense
source of neutrals. Authors suppose process of desorption of the gas from the
chamber walls can play an important role. Desorbed neutrals can be taken into
account in a simple zero-d model:
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3 N, = Ne -k-N,N,+F,
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where N, is plasma density, N, is neutral density, T, = 300 eV [10] is electron
temperature, k = 2:107 cm*s™ is ionization rate coefficient, T is confinement
time, F is neutral gas inlet, a is ion-atom secondary emission factor (desorption).
Free path of atoms excreted from the walls before ionization is much less than
diameter of the axial discharge, so atoms and ions are trapped into a magnetic
tube of certain diameter. Figure 6 shows the calculated densities of neutrals and
plasma in time for different a. There are three parts in the curve. First part is
ionization process, it lasts up to 100 ps for conditions corresponding to the ex-
periment; there is a quasi-stable flat part of the curve and very drastic increase of
the densities to the infinity at finite time — the explosive instability. The duration
of the stable part of the curve depends on a (see Fig. 6) and F and this depend-
ence character corresponds to the experiment.
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Fig. 6. Calculated neutrals and plasma densities for different desorption factor a

This simple model shows the importance of the desorption process which can
lead to an explosive instability of the discharge. This instability can play the main
role while "volumetric" stage of the discharge changes "axial".
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Whistler instability. Another instability evolving in non-equilibrium anisot-
ropic magnetoactive plasma of ECR discharge and influencing generation of
multi-charged ions is related with excitation of Whistler wave modes. The cyclo-
tron plasma instability in the mirror magnetic trap appears when electron distri-
bution over velocities has strongly non-equilibrium group of electrons with high
energy; and anisotropic velocity distribution must exist in plasma. The synchro-
nism of fast electrons having high transversal energy relatively to the magnetic
field with natural modes of the electromagnetic waves in plasma causes reso-
nance interaction. In the result the energy of fast electrons is transmitted to the
electromagnetic waves. This process is accompanied by transfer of high-energy
electrons into the loss cone and empting them out from the trap [11].

The electron energy distribution required for instability evolution is realized
at gas ECR discharge in a mirror trap. It was demonstrated in experiments on
SMIS-37 setup described in [10] that two components of electron energy distri-
bution exist in such plasma. The first component is the cold electron fraction with
isotropic velocity distribution (7, ~ 300400 eV, N, ~ 10" cm™); the second one
is the hot fraction with anisotropic electron velocity distribution (T, ~ 7-10 keV,
N ~ 10" cm™). The transversal energy of hot electrons is converted into the en-
ergy of electromagnetic waves and longitudinal energy of electrons during reso-
nance interaction. In the result the high-frequency electromagnetic radiation
comes from plasma and fast electrons pour from the plugs of magnetic trap. Reg-
istration of electromagnetic radiation was performed by several coaxial-
waveguide-transitions placed outside vacuum chamber near the axis of trap mag-
netic field. Four registration channels with different frequency bands 2-4.5, 5.4—
8.1, 8.2-12.4, and 11.8-17.8 GHz were used. The moveable pin-diode placed
60 cm off the trap center was used for registration of energetic electrons. Pin-
diode detected electrons with energies exceeding 7 keV.

It was found that signal received by microwave detector in each registration
channel has a form of series of short pulses, while pulsed generation regime ex-
ists only in some region of plasma parameters. Studies of fast electrons flowing
from plasma have demonstrated that characteristic peculiarities of signals from
pin-diodes recording the high-energy electrons are similar to those of microwave
detectors.

The experimental investigations indicate the existence of correlation between
evolution of plasma cyclotron instability with the efficiency of generation of
multi-charged ions in the trap.

MHD instability. The evolution of various spatial plasma instabilities also
prevents the effective generation of multi-charged ions in plasma. The pulsations
of ion current to the Langmuir probe, current of the extracted ions and signal
from photoelectron multiplier proportional to the discharge luminance are evi-
dence of the evolution of these instabilities. The instability evolution is the most
evidently seen on the streak camera images of the discharge. Ones of these im-
ages are shown on Fig. 7. It is clear from the images that plasma in the trap is
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unstable in both cases of axial and volumetric discharge, but timescales differ. In
first case it is about 150 ps, in the second case timescale of spatial instability is
about 15 ps.

b

Fig. 7. Negative streak camera images

One can suppose that the ejection of luminescent plasma to the chamber
walls is related with MHD instability which evolution violates the uniform dis-
charge combustion. Spatial instability limits plasma lifetime because of transver-
sal plasma losses. The experimental data allow to make rough estimation of
transversal lifetime of plasma in the trap, i.e. lifetime related with plasma ejection
to the wall across magnetic field. Suppose that the significant fraction of ions is
lost at one plasma splash as it is shown on Fig. 7. Then the time interval between
two splashes can be associated with the transversal lifetime approximately equal
to 7, = 100-150 ps in case a and about 15 ps in case b.

Ion extraction

Using gyrotron with frequency 37.5 GHz as a source of microwaves we can
obtain plasma with rather high density ~ 5-10"* cm™ and with high flux of the
plasma throw the plugs. Such dense plasma requires quite high extracting voltage
being applied to produce an ion beam with good characteristics. Due to some
technical problems it is possible to apply only 30 kV now. It is not enough for a
good beam formation. But fine-tuning of the extraction system and control of
plasma parameters makes it possible to achieve the result than 80% of extracted
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current with flux density of 200 mA/cm? (axial stage of the discharge) reaches
Faraday cup placed right after the long (33 cm) puller (see Fig. 8).
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Fig. 8. Faraday cup current and puller current versus extracting voltage.
Extracting hole diameter is 1 mm.

First of all such experiments allowed us to estimate the confinement parame-
ter and plasma lifetime related with plasma escape along magnetic field. This
flow can be estimated from the relation (1).

The plasma density was estimated by measurements of the transmission fac-
tor of diagnostic microwave passing through the discharge. An influence of
plasma on the diagnostic microwave radiation is noticeable. This possibly means
that plasma density is close to critical value (permittivity is noticeably different
from 1). The critical plasma density for diagnostic microwave radiation is

N, =1,5-10%cm™ . For further estimations we assume plasma density at this

stage to be equal 5- 10%cm™.

Plasma lifetime in trap and confinement parameter can be estimated from
(1). For the axial discharge the ion current density is about J = 200 mA/cm’,

L=25cm, R =4, N, =5.10%cm™, thus lifetime is t,, = 2-10™s. Estimation
of plasma confinement parameter determining ion charge distribution gives a
value N,7,, = 10°cm™s . According to the calculations which have analogy with

ones adduced above at this value of the confinement parameter maximum value
of ion charge state distribution should correspond to the nitrogen ions N** - N*°,
which has been observed in the experiments.
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Ion charge state distribution

Figure 9 shows the typical temporal evolution of ion charge state distribution
during the microwave pumping pulse measured by ion analyzer with extracting
voltage of 15 kV. First 100 ps of the discharge ions of injected gas (nitrogen)
with low charges dominate, average charge Z is less than 1.5. Z grows up with
time. In a certain time average Z became quite high, maximum in ion charge state
distribution corresponds to charge + 4.
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Fig. 9. Experimental distribution of nitrogen ions on the ionization multi-
plicities in various time moments after beginning of gyrotron pulse.

Conclusions

Thus we have demonstrated the perspectives of useing of powerful millime-
ter-wave range gyrotron for production of multicharged ions with very high ion
current densities in a simple mirror magnetic trap.

This work was supported by ISTC Grant 1496, INTAS Grant 01-0373,
RFBR Grant 02-02-17092.
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INTERACTION OF HIGH-POWER MICROWAVE BEAMS
WITH METAL-DIELECTRIC MEDIA
(PHYSICS AND APPLICATION)

G. M. Batanov, N. K. Berezhetskaya, 1. A. Kossyi, A. N. Magunov,
and V. P. Silakov

General Physics Institute, Russian Academy of Sciences, Moscow

Results of experimental investigation of powerful microwave beams action on the metal-
dielectric compositions are presented. Dielectric surfaces with introduced metallic grains as
well as dielectric powder containing small admixtures of a metallic one have been explored
as an objects of irradiation. At a relatively small microwave power (P < 1 mW) all investi-
gated targets were practically completely transparent for incident electromagnetic wave.
At a relatively high power (microwave generators based on the gyratrons and powerful
magnetrons) the irreversible changes in the electric and radiophysical properties of metal-
dielectric composites exposed to microwave radiation whose intensity is below the thresh-
old intensity for plasma production have been observed (sharp increase of conductivity and
microwave absorption coefficient).

1. The formation of plasma by irradiating composite metal/semiconductor —
dielectric structures with high-power is one of the problems extensively studied
in the last years at the General Physics Institute of the Russian Academy Sci-
ences. The compositions used in the experiments are shown in Fig. 1. These are
either exposed dielectric surfaces with introduced metal grains of size no more
than 1 mm (Fig. 1, a) or mixtures of metal (semiconductor) and dielectric pow-
ders with particle sizes about 1-40 um (Fig. 1, b).

1 3\H/lk—>1z

Fig. 1. Metal-dielectric compositions irradiated by powerful microwave pulses: a — metal-
lic grains introduced in a surface of a dielectric; b — mixture of a fine metal (semiconduc-
tor) — dielectric powders. / — metallic (semiconductor) grains; 2 — dielectric; 3 — plasma
arising in the presence of microwave breakdown of metal-dielectric compositions.

In the version shown in Fig. 1a, metal grains were chaotically distributed
over the dielectric surface. Their surface density (the number of grains per 1 cm?)
was low enough, so that conducting paths over the surface did not exist and,
when irradiated with low-power microwaves, such targets transmitted radiation
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almost completely. However, the experiments [1, 2] showed that, if the beam
power exceeded a certain, rather high level, a plasma was produced near the met-
al-dielectric surfaces. This plasma perturbed the irradiating microwave beam, and
the absorption and reflection effects were observed in this case. The threshold
intensity for the plasma production depended weakly on the gas pressure and
rather well satisfied the relation:

¥, 12 0.1 Jem?, (1)
where W, is the threshold intensity (in W/cm?), and Ty is the microwave-pulse
duration in (s).

When the metal-dielectric surfaces are in rarified gases or high vacuum, the
microwave discharge results in the generation of a high-density collisionless
plasma expanding into the surrounding space and filling the chamber [3]. In
high-pressure gases (V. > ®,where ® is the microwave angular frequency, and
v is the effective frequency of electron — neutral collisions), we observed non-
self-sustained microwave discharges excited near the target surfaces, in which
case the ionization of surrounding gas was predominantly by ultraviolet radiation
emitted from the surface discharge (see [2, 4]).

The microwave discharges on the targets with metal-dielectric surfaces were
successfully used at the General Physics Institute in experiments on heating and
melting of metal inclusions [2], and also for generating collisionless plasmas in the
converters of microwave energy info the energy of dc or ac (at frequencies com-
monly used in industry) electric fields [3]. It should be noted, however, that the
mechanism governing the excitation of a microwave slipping surface discharge and
the breakdown on metal-dielectric surfaces is not completely understood now.

Recently, at the General Physics Institute, the experiments have been carried
out with thin layers of metal-dielectric powder mixtures (Fig. 1, ). The possibil-
ity of the plasma production by irradiating such layers with microwave beams
was conjectural. First of all, it was not clear whether the mechanisms providing
the excitation of a microwave discharge on a free metal-dielectric surface would
work in this case. Indeed, the small distance between neighboring powder grains
(~10 pum) (i-e., the sizes of the pores in the irradiated targets) should result in
significant diffusion losses of charged particles and, accordingly, the low prob-
ability of the plasma formation in the pores. Nevertheless, the experiments with
millisecond microwave beams generated by gyrotrons showed that, above certain
threshold intensities, the irradiation of a thin (0.5 mm) layer of a metal-dielectric
powder mixture is accompanied by the formation of a plasma, in which case the
target, which was transparent to microwaves in its initial state, begins to absorb
radiation (see [5, 6]). The breakdown intensity turns out to be much higher than
in the case of metal-dielectric surfaces and is determined by the approximate re-
lationship:

Wy T 210 J/em?. (€))
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As in the case of the plasma production on free metal-dielectric surfaces, the
mechanisms of discharge generation in composite powder mixtures remain to be
explored.

The experiments described in this paper are aimed, at the first place, at study-
ing specific features of the processes involved in microwave discharges in metal-
dielectric compositions.

2. The experiments were carried out in two testing devices shown schemati-
cally in Figs. 2 and 3.

In the Svecha testing device (Fig. 2), a quasioptical system forms a micro-
wave beam acting on a thin layer of a powder mixture. The microwave radiation
is generated by a gyrotron at a wavelength of Aq = 4 mm. The microwave power
in the experiments was varied from 60 to 240 kW, and the pulse duration ranged

from 1 to 10 ms.

AN
1 P—

2

y !
Fig. 2. Schematic of Svecha testing 1
device. I — microwave beam; 2 — test- 4 —

— 5

ing  metal-dielectric  composition;
3 - quasioptical microwave coupler;

4 — microwave reflector; 5, 6 — detec- N

tors of transmitted and reflected mi- . \l

crowave radiation; 7 — photodiods N

(photomiltiplier); 8 — microwave radia- K [
3 1

tion absorber.

A run of experiments on irradiation of metal-dielectric powder mixture lay-
ers was carried out also in the GREM testing device (Fig. 3), in which a horn-
lens antenna formed a converging microwave beam (Ao = 2.5 cm) launched into
the chamber. A target containing the layer of some metal-dielectric powder mix-
ture was placed at the beam focus. The intensity of microwaves generated by a
MI-389 magnetron [7] in the focal plane did not exceed 5 kW/cm®. The micro-
wave-pulse duration was about 5 us and, consequently, was considerably shorter
than that in the Svecha device.
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Fig. 3. Schematic of GREM testing
device. / — magnetron; 2 — horn-lens
antenna; 3 - detectors 0o microwave
radiation; 4 - microwave beam;
5 — investigating of metal-dielectric
composition.

The target (Fig. 4) consisted of three quartz components: two 1-mm-thick
disks 80 mm in diameter and a 0.5-mm-thick ring whose outer diameter was
80 mm and the inner diameter was about 40 mm. The cavity inside the ring be-
tween the disks was filled with powder mixtures of different compositions.

Fig. 4. Construction of target including thin
layer of metal-dielectric powder mixture.
I - quartz discs; 2 — quartz ring; 3 - layer of
metal-dielectric powder; 4 — electrodes.

The signals of incident and reflected radiation as well as the total (integrated
over the spectrum) glow of the target irradiated with the microwave beam were
measured with the help of photomultipliers and photodiodes. The glow spectrum
was measured with the help of an Ocean S 2000 spectrograph. The radiophysical
properties of the powder layers were measured in a special testing device at a low
(~ mW) microwave power.

In most of the experiments, fine-wire (~ 100 pum) electrodes were inserted
into the powder layer as is show in Fig. 4. With these electrodes, we measured
the resistance of the interelectrode gap before, during, and after the irradiation.
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The average size of powder grains was 1-40 um). We studied semiconductor
(SnO,, SnO, CrO;) and dielectric (Al,O;, PbO, glass) powders and also their
mixtures with Al, Fe, Ti, and Si powders.

3. Figure 5 demonstrates typical oscillograms obtained in the Svecha device
when irradiating the powder-mixture layer under the scheme shown in Fig. 2.
Shown in the figure are the passed and reflected microwave signals, together
with the signals from the photodiodes measuring the glow of the target on both
sides (on its side exposed to the microwave beam and on the rear). In all of our
experiments, the target was in air at atmospheric pressure.
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Fig. 5. Characteristic oscillogramms. From top to bottom: reflected microwave radiation;
transmitted microwave radiation; light detected on the source side of incident microwave
beam,; light detected on opposite side. Powder mixture Si + PbO (1 : 3).
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The attenuation of the passed microwave signal and the appearance of a glow
of the irradiated layer is evidence that a plasma is generated in the powder layer.
The effect is similar to that observed in [5, 6]. The characteristic form of these
oscillograms is identical to the form of oscillograms presented and discussed in
[6]. However, we call attention to the peculiarity that has escaped consideration
in the previous paper: the passed microwave signal begins to fall well before
(about 1 ms early) reaching a noticeable glow of the target. This fact suggests the
occurrence of processes setting the stage for the discharge breakdown in the irra-
diated powder mixture, accompanied by the production of a plasma in the metal-
dielectric powder layer.

The results presented in Fig. 5 stimulated the performance of the experiments
on studying the pre-breakdown stage in the Svecha and GREM devices. To do
this, the duration of the gyrotron microwave pulse was reduced to 7, < 2 ms. As
for the GREM device, the maximum pulse duration was always shorter than that
required for the breakdown. Hence, all of the results obtained in these experi-
ments refer to the stage preceding the plasma production.

The main experimental results are the following:

(i) On irradiating a metal-dielectric powder mixture by high-power micro-
wave pulses such that the product (¥'t) is below the threshold level prescribed by
relationship (2), the initially nonconducting and microwave-transparent layer
becomes conducting and strongly absorbing. The number of microwave pulses
required for this transformation depends on the level of microwave power, on the
relative content of metal inclusions (the smaller the content, the greater the num-
ber of pulses), and also on the material of the powder composition.

Typical results are listed in Table and in Fig. 6. As follows from Fig. 6, when
a Ti + Al,O5 (1:1) mixture was irradiated in the Svecha device, the resistance of
the powder layer between the electrodes inserted into the layer (as is shown in
Fig. 4) falls from Rg = 1 MQ to Rg =70 Q already in the first microwave pulse.
The electric properties of the layer change irreversibly and remain the same after
the irradiation ends. Figure 6 also shows how the microwave transmission coeffi-
cient of the target (7) depends on the number of pulses. The increase in the
steady-state conductivity of the target is accompanied by a considerable decrease
in the passed microwave signal. Thus, the experiments demonstrate that a practi-
cally nonconducting and nonabsorbing material transforms into the conducting
and strongly absorbing state.

Given in Table are typical results of similar experiments conducted with
short (< 5 pus) microwave pulses in the GREM device. It is seen that, after irradi-
ating with a sequence of microwave pulses, the remaining reflection coefficient
of the target (R) varies only slightly, whereas the transmission coefficient (7)
decreases sharply, indicating a substantial increase in the absorption coefficient
from values lesser than 0.1 up to nearly 0.5.
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Table

Material

R

T

A

Rq

1

2

1

2

1

Al + ALO,

0,1

0,12

0,9

0,39

<0,1

049 | >2MQ | 2Q

1 — before microwave action; 2 — after microwave action.

Fig. 6. Interelectrode resistance and
microwave absorption coefficient as
function of number of microwave

pulses (SVECHA testing

device).

R,.Q
2x10°

1x10°

1,0-
09
0,8
0,74
0,6
0,54
0.4

0,3

The effect of irreversible changes in the electric properties of powder mix-
tures and the transformation of the nonconducting and nonabsorbing layers into
the material capable of conducting and absorbing microwave radiation was ob-
served in the Svecha device for the following powder compositions (with the
given relative content of the components):

0.2 Al + 0.8 ALO3;
0.3 Al + 0.7 ALO3;
0.4 Al + 0.6 ALO;;
0.5 Ti + 0.5 ALO;;
0.3 Ti + 0.7 ALOj;
0.4 Fe + 0.6 ALO:.
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(ii) In the same microwave pulse in which the steady-state resistance Rq of
the layer dropped, we simultaneously observed an increase in the voltage be-
tween the electrodes inserted into the layer (U,). The voltage reached its maxi-
mum during the microwave pulse and fell off in millisecond times. Figure 7
shows typical dependences of the interelectrode resistance and voltage on the
pulse number which were obtained in the GREM device. As can be seen, the
voltage amplitude U, is maximum for the pulse involving the change in electric
properties of the layer and decreases slowly in subsequent pulses.

u,v

R, 0
- 50

2,0x10° 0-0—0- -0—0-

- 40

1,5x10° -
Fig. 7. Interelectrode resis-
1,0x10° tance (0) and potential
difference between elec-
trodes (®) as function of
number of microwave
0.0 4o pulses (GREM testing de-
vice).

5,0x10° -1

T
0 5 10 15 20 25
N, pulse

(iii) The powder layers listed in (3), when irradiated with high-power mi-
crowave beams (even under conditions precluding the excitation of a discharge
and the appearance of a plasma), are sources of the invisible, near UV radiation
(A ~ 360 nm), detected by photomultipliers in combination with filters cutting the
visual spectrum. At the same time, the composite powder mixtures show a weak
emissivity in the long-wave, visual spectral region. A typical oscillogram of the
detected near UV radiation is shown in Fig. 8.

(iv) The increase in the steady-state conductivity of the layer and its micro-
wave-absorption coefficient were independent of whether the electrodes were
inserted or they were absent in the irradiated target.

(v) In most of the experiments, the transformation of the nonconducting
microwave-transparent layer of a powder mixture into the conducting and
absorbing state was not accompanied by any change in the structure of the mixture,
which was thoroughly examined visually and under the microscope. However, an
interesting effect was observed in the particular experiment in the Svecha device,
when we operated with submicron iron grains admixed to a dielectric powder. In
this case, we observed a complicated structure containing metal filaments in the
powder. The characteristic thickness of filaments is ~ 1 pm, i. e., it is close to the
size of metal grains in the original mixture.
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Fig. 8. Characteristic oscillog-ramms of signals from photomultiplier (upper
traces in a and b) recording radiation with A in range 320-380 nm (2 V/div) (a)
and radiation with A in range 450-500 nm (100 mV/div) (b). Lower traces
in a and b - oscillogramms from microwave detector.

4. Analyzing possible mechanisms for plasma production on metal-dielectric
surfaces and in layers of metal-dielectric powder mixtures, the authors of papers
[2, 6] propose that of crucial importance in discharge phenomena may be the
injection of electrons from the metal into the conduction band of the dielectric
where it is in contact with metal inclusions. The electron emission at the metal-
dielectric interface can significantly be enhanced due to two effects: a decrease in
the electronic work function of metal and an enhancement of the electric field of .
the electromagnetic wave on metal grains. We call attention also to the possibil-
ity of resonance effects in metal-dielectric media irradiated with microwaves [8,
9]. Such a resonance also provides a significant enhancement of the electric field
of the electromagnetic wave in metal-dielectric composites.
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Electron injection into the dielectric increases the conductivity of the dielec-
tric in a narrow layer adjacent to the metal; as a result the conductivity of the
dielectric reaches a level typical of semiconductors (see [10]). The absorption of
microwave power in the dielectric with an enhanced conductivity is accompanied
by the heating of dielectric regions around the metal grains. Both the conductiv-
ity of the dielectric and the flux of electrons injected into the dielectric from the
metal increase as the temperature of the metal-dielectric contact increases. This
leads to the development of thermal instability [10] resulting in an explosive en-
ergy release in the contact region, which is accompanied by a solid-plasma phase
transition.

The studies of pre-discharge stage in fine powder mixtures of metals (semi-
conductors) and dielectrics which are described in the preceding section, in prin-
ciple, are consistent with the qualitative model of the phenomenon proposed in
[2, 6]. However, as follows from our experiments, the processes occurring at the
stage preceding the plasma production are very involved and call for closer and
thorough analysis.

Among the effects observed which cannot be described by the relatively
simple model considered in [2, 6], we should mention the following:

— The irreversible change in the electric and radiophysical properties of metal-
dielectric composites exposed to microwave radiation whose intensity is be-
low the threshold intensity for plasma production;

— The enhanced conductivity in the dielectric regions far from the metal-
dielectric interface;

— Invisible, near UV radiation accompanying the action of high-power micro-
waves on composites;

— A rather high (up to 1040 V) voltage arising between far regions in the
metal-dielectric composite which comes to the conducting state under the ac-
tion of the microwave pulse.

Apparently, it is necessary to construct a more complicated model than con-
sidered in [2, 6]. In constructing a comprehensive model, first of all, it is neces-
sary to take into consideration the solid-state processes developing in metal-
dielectric compositions under the action of a high-power electromagnetic wave.

5. The effects discovered in the experiments described in this paper can find
application in technological and engineering areas. First and foremost, we should
mention the problem of microwave soldering (welding) of dielectric components.
This problem can be solved based on the two-stage technology. At the first stage,
various layers of mixtures of fine metal and dielectric powders are irradiated with
a sequence of short intense (but with the intensity below the breakdown intensity)
microwave pulses to produce a "solder" capable of absorbing microwaves. At the
second stage, the solder, placed at the interface of the samples to be joint, is
heated by cw microwave radiation with a relatively low intensity. Once the melt-
ing temperature for the metal components is reached, the samples can be joint.
This technological procedure does not include the stage of plasma production.
The matter is that excitation of discharge in a surrounding gas is usually accom-

640



panied by an excess pressure which "pushes away" the processing samples and
hampers their soldering (welding).

The effects discovered in this work may be useful in the technique of detect-
ing high-power microwaves, in the problem of converting microwave energy into
the energy of dc electric field, etc.

This work was supported in part by the Program "Investigations and Projects
in Priority Directions of Science and Technology" for years 2002-2006 and Fed-
eral Program "Leading Scientific Schools" (Project 00-15-96676).

References

Askar’yan G. A., Batanov G. M., Berezhetskaya N. K. et al., JETP Lett., 29, 648 (1979).

2. Batanov G-M., Bol’shakov E. F., Dorofeyuk A. A. et al., J. Phys. D, 29, 1641 (1996).

3. Generation of Nonlinear Waves and Quasi-Steady Currents in Plasma, Ed. by L. M. Kov-
rizhnykh (Nauka, Moscow, 1988), Tr. Inst. Obshch. Fiz. Akad. Nauk SSSR, vol. 16.

Batanov G. M., Gritsynin S. I, Kossyi I. A. et al., Tr. Fiz. Inst. Akad. Nauk SSSR, 160, 174
(1985).

Batanov G. M., Berezhetskaya N. K., Kossyi I. A. et al., Zh. Tekh. Fiz., 71, 119 (2001).
Batanov G. M., Berezhetskaya N. K., Kossyi I. A. et al., Plasma Phys. Rep., 28, 871 (2002).
MI-389 Magnetron, M., 107120, "Pluton".

Oraevskii A. N., Protsenko 1. E., Pis’ma Zh. Eksp. Teor. Fiz., 72, 641 (2000).

Novikov V. V., Wojciechovski K. W., Fiz. Tverd. Tela, 44, 1963 (2002).

0. Vershinin Yu. N., Electric Breakdown of Solid Dielectrics. (Nauka: Novosibirsk, 1968).

> —

N



RAPID MILLIMETER WAVE ANNEALING
OF SILICON WAFERS

Yu. V. Bykov, A. G. Eremeev, V. V. Holoptsev, 1. V. Plotnikov,
N. A. Zharova

Institute of Applied Physics, Nizhny Novgorod, Russia

The roadmap for advanced ultra large scale integrated (ULSI) device technology requires
the ability to form extremely shallow junctions (< 30 nm) which also have a very low resis-
tance (< 300 Q). Among the most challenging problems in producing shallow junctions
that satisfy down to 0.10 micron technology are
+ thermal processing of 300 mm wafers,
dynamic temperature control that restricts the temperature variation to less than + 2 °C
across the whole surface of wafer,
rapid thermal annealing (RTA) with ramp-up rates of more than 200 °C/s, so called
"spike anneal".
The millimeter-wave heating has a potential to be an alternative RTA technique for the
processing of large-size wafers. Results of experiments performed on a gyrotron system at
a frequency of 30 GHz have demonstrated feasibility of the spike annealing of 76 mm di-
ameter silicon wafers. The ramp-up rate of 110 °C/s and cooling rate of 165 °C/s have been
achieved in the cold-wall cavity of the system at an input power of 4.5 kW. The results of
annealing of silicon wafers shallow doped with low energy boron satisfied to the 0.13 mi-
cron technology node of the roadmap.
A crude model for microwave heating of wafers in an untuned supermultimode cavity has
been developed. The model has been used to calculate the microwave power needed to
spike anneal 200 mm and 300 mm silicon wafers and estimate the achievable temperature
non-uniformity over the wafers.

Introduction

The development of integrated circuits (ICs) microelectronics within the past
three decades gave rise to the ultra large scale integration (ULSI) era by the late
1980s. An increase in memory, operating speed, transistors density, and complexity
have been the driving force for ICs miniaturization with major contribution arising
due to reductions in such main parameters as gate dielectric thickness, physical gate
length and extension junction depth. Today, the semiconductor industry is focused
on fabrication of silicon based devices with feature sizes on the order of 100 nm
which require junction depth of less than 70 nm, and a host of studies are in pro-
gress to identify an ultra shallow junction fabrication method adequate to the sub-
100 nm technology generations. The International Technology Roadmap for semi-
conductors has projected device scaling to year 2014, by which time the minimum
feature size are to be 35 nm and chips with more than 10" components are ex-
pected to be fabricated [1].

Formation of ultra shallow junction is one of the most challenging problem
of the further ULSI development. Despite a decrease in the energy of implanted
ions needed to form ultra shallow conductive layer, an ion implantation unavoid-
ably creates numerous defects in the silicon crystalline structure. What is more,
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a pre-amorphization of the near surface silicon layer becomes commonly used to
prevent ion channelling at implantation. An annealing, or heating of as-implanted
Si-wafer to the temperature high enough to enable thermally activated motions of
atoms, is used for restoration of crystallinity and electric activation of implanted
atoms. It is clear that, even if one manages to implant dopants in a shallow sur-
face layer with thickness of tens nanometers, then, at high annealing temperature,
typically slightly over 1000 °C, diffusion will broaden the initial distribution of
doped atoms. Due to these competing processes, the demands on the across-
wafer temperature uniformity becomes more and more severe as the thickness of
junction decreases; non-uniformity should be less than + 2 °C (= 0.2%) for junc-
tion depth of 100 nm. Since the processing of wafers with diameter of 300 mm,
at least, is considered today as a mainstream manufacturing technology, this ap-
pears to be very stringent requirement. So, today much effort of the process de-
signers are focused on the development of methods allowing to achieve a trade-
off between putting the dopants in the proper place of the perfect crystalline
structure while avoiding their undesirable diffusion.

A rapid isothermal anneal (RTA) using infra red (IR) incoherent radiation
appears to be the most promising alternative to a rather slow conventional fur-
nace heating. The use of arrays of IR lamps with the total electric power up to
200 kW allows to conduct the so-called "spike annealing" with the ramp-up rate
of more than 200 °C/s and dwell time at the temperature over 950 °C less than
3 second. However, as the recent research showed the progress towards meeting
the needs of future technology has come to a standstill, and the combination of
implantation and annealing seems to have reached a barrier. The major limitation
on the further reduction in thermal budget at IR RTA arises from a failure of in-
crease in the cooling rate of a heated wafer.

The prospects of rapid thermal processing of semiconductors using micro-
wave heating has been discussed by many authors [see, for example, 2, 3, 4].
Both doped and implanted silicon can be heated efficiently with microwaves
provided that the sample under processing is properly positioned relative to the
electromagnetic field structure of a particular microwave applicator. If a single
mode resonator has a high enough quality factor and the resonance condition is
maintained, then fairly high heating rates can be achieved. At the same time, the
cooling rate can be also large enough, since the walls of microwave applicator
normally remain cool and the resonator has no elements at elevated temperature.
However, the question about the capability of rapid microwave heating of large
size (300 mm diameter and more) wafers with particular emphasis on the re-
quired temperature uniformity was left open until recently.

It is well known that a closed-wall multimode cavity fed with millimeter
wave radiation appears to be the most attractive in terms of achievable uniformity
of the microwave energy distribution at a given level of applied power [S].
Rather uniform microwave energy distribution can be achieved in the microwave
cavity if it is designed in a manner that provides simultaneous excitation of many
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modes, and a "mode stirrer", which ordinarily is a movable reflector installed in
the cavity, displaces the pattern resulting from interference of the electromagnetic
fields of these modes. The degree of uniformity increases with the frequency of
microwave power, since the number of modes that can be excited in a cavity with
the dimension L increases with the ratio L/A (A is the wavelength of radiation).
When the ratio L/A is large enough, then the resonance curves of neighboring
modes overlap each other. An excitation of modes in such "untuned" resonator
depends only weakly on parameters of applied radiation and on the dielectric
characteristics of a sample undergoing processing in the cavity. This factor fa-
vorably differs the radiation of the millimeter-wave (mm-wave) range
(f224 GHz) from the microwaves traditionally used in industrial applications
(f<2.45 GHz).

This work presents the first results of the feasibility study of using the mm-
wave power for RTA of large size silicon wafers.

Experimental

The experiments on anneals of 76 mm diameter Si wafers at a frequency of
30 GHz were performed on the specialized 10 kW gyrotron system for micro-
wave processing of materials. The description of the system was given elsewhere
[6, 71.

The output radiation of the gyrotron was converted into a gaussian wave
beam in the transmission line and entered the cavity through a microwave trans-
parent vacuum proof window, Fig. 1. The cavity had the ratio of D/A = 43. The
copper cylindrical insert was used to increase the Q-factor of the cavity.
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A silicon wafer was fixed on a support made of porous fused quartz of very
low microwave absorption. The support was rotated by electric motor at the regu-
lated rate of up to 300 rpm. The cavity was evacuated down to a pressure of
10 Pa before microwave processing. The temperature of the top surface of wafer
was measured by an Optical Fiber Thermometer (Model M10, Luxtron Corp.).
A signal from the Thermometer entered the PC-based control system, which
regulated the microwave power produced by the gyrotron. Resolving time of the
temperature control, determined by the Thermometer response time, was equal to
0.1 s. Both spike anneals and anneals with a 30 sec holdup time were performed.
At spike anneals, the gyrotron was tuned manually so that the mm-wave power
applied to the chamber was about 5 kW, and turned-off automatically as soon as
the Thermometer reading exceeded the pre-set annealing temperature. The
holdup anneals were performed with automatic control of microwave power. In
both spike and holdup anneals, the wafer cooled down freely by the radiation loss
after the gyrotron was switched-off. The temperature uniformity during anneal
was assessed by the results of a series of 4-point sheet resistance measurement in
32 points of the wafer.

Results and discussion

The series of experiments were undertaken to determine the ramp-up and
cooling rates, and the uniformity of annealing achievable for the 76 mm diameter
Si wafers using the available 30 GHz gyrotron system.

The typical temperature-time profiles for the spike anneal of (100) oriented
single-side polished p-Czochralski wafer doped with B, resistivity 17.5-20.0 Qcm,
at two temperatures of annealing are shown in Fig. 2.
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Fig. 2. Temperature-time profiles for ) | \
spike anneal of 76 mm diameter 450 _ N
wafer at the applied millimeter-wave 0 5 10 15 20
power of 4.5 kW. Time, s

For wafer annealed at the temperature T = 1050 °C, the time of heating up
from T = 500 °C to T = 1050 °C was about 2.4 s, the average heating rate in the
range of 950-1050 °C was 110 °C/s, and the average cooling rate in the interval
of 1050-950 °C was 165 °C/s. The total dwell time of the wafer in the tempera-
ture interval over 950 °C was about 1.75 s.
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The accuracy of maintaining the fixed temperature at the holdup annealing at
T = 900 °C was no less than £ 3 °C. It should be noted that since a gyrotron
processing system is the electronic device which has no appreciable inertia, and
its cavity does not contain any microwave heated component, the temperature
control could be made much more accurate and faster provided that an instrument
with higher speed of response is used for temperature measurement.

An insight into the across-wafer temperature uniformity at annealing can
be derived from the data on the sheet resistance in the as-annealed sample.
The initial sheet resistance, averaged over the 32 points of measurement, was
478.2 Qiq, with ¢ = 30.35 €6q. After the spike anneal at the temperature of
1050 °C, the averaged sheet resistance reduced to 109.5 C¥5q, with ¢ = 4.49 €4q.
The sheet resistance averaged over the eight points along the periphery of wafer
was 108.9 C5q, with ¢ = 3.07 Q4q.

To test the effectiveness of the millimeter-wave technique for ultra shallow
junction formation, experiments were conducted on several Si-wafers, beam line
implanted with BF, or B+ or Plasma Doped with a BF; source gas under varying
conditions of dose and energy ranging within 0.5-4.0 keV. The initial depths of
implants were about 12-15 nm. The samples were then spike annealed to tem-
peratures ranging between 900 °C and 1100 °C. All anneals were performed in an
uncontrolled ambient at a pressure of residual air about 10 Pa. Then 4-point
probe was used for the sheet resistance measurement, and secondary ion mass-
spectrometry (SIMS) analysis provided the data on junction depth. The results of
anneals are shown in Fig. 3 in terms of the achieved sheet resistance (R;) — junc-
tion depth (X;) relationship and the boron concentration profile. The junction
depth and sheet resistance of a blanket-implanted layer are typically plotted to
demonstrate the performance of a shallow junction. As is customary, the junction
depth is taken where the
boron concentration deter-
mined by SIMS measure-
ment equals 10" cm™. For
comparison, the standard
technology benchmark is
shown in Fig. 3 as the
dashed line. Data points fal-
ling to the southwest of this
curve indicate an improve-
ment over the benchmark
go  due to either a higher per-

centage of activated dopants
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Fig. 3. Sheet resistance (R;) — junction depth (X))
curves for boron implanted and annealed silicon
samples.
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While the sheet resistance values were still rather high, it is important that a
sizable fraction of the implanted boron was activated with minimal disturbance of
the initial profile. The typical increase in the junction depth due to annealing was
about 3-6 nm (Fig. 4).
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What can be the reason of a rather large sheet resistance, despite a short time
of microwave anneal? It must be emphasized that all anneals in this experimental
study were performed in uncontrolled ambient and since the implanted layer were
very shallow (several tens of the atomic layers) then the significant loss of doped
atoms must have occurred, and this loss of dopants should result in a rather high
sheet resistance. Also plotted in Fig. 3 are the best known to the date results ob-
tained using the IR lamp technique [8]. These results were obtained by annealing
in an oxygen controlled nitrogen purge with optimized heating and cooling rates.
It is seen that the results of the very first microwave anneals performed in an un-
controlled ambient and under non-optimized condition correlate well with the
best IR results.

Modeling

Acquired experimental data allow developing of the model for numerical
simulation of the heating of arbitrary size Si-wafer in a chamber of arbitrary di-
mension. The goal of modelling is to answer the following questions:

*  how much microwave power is needed for spike annealing of silicon wafer
of a given diameter,
*  what across-wafer temperature uniformity can be achieved at this.

It should be noted that a rough answer to the first question can be easily de-
rived from a simple energy balance approach applied to the heating of a sample in
the multimode cavity. We follow below the approach described first by us in [9].
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The microwave power applied to the cavity dissipates through three chan-
nels: absorption in the walls of cavity, loss through the coupling port, and absorp-
tion in the sample. Each channel can be characterized by its quality factor Q. The
total Q-factor of the cavity is

1 1 1 1 )

where Qu Q.. and Q,, are the Q-factors for the ohmic loss in the cavity walls,
the coupling loss, and microwave absorption in the wafer, respectively. Let us
suggest that the millimetre-wave power is applied to the cavity as the wave beam
entering through an opening in the wall of cavity, as it was in the experiment. For
a large cavity with L >> A, assuming that the electromagnetic field fills its entire
volume uniformly and neglecting diffraction effects on the coupling port and
wafer, the Q-factors are determined as follows [10, 11]:
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Here, V and S are the volume and surface area of cavity, respectively, A is the
area of a coupling opening, (S,). is the effective surface of wafer, which de-
pends on the electric conductivity of wafer, and J is the skin depth in the cavity
wall
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where c is the velocity of light, G,y is the conductivity of the wall.
Then, the efficiency of wafer heating, 1,, is the ratio
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Thus, one can roughly estimate the efficiency of microwave energy transfer
heating of the wafer of a given size in the cavity of a given dimension, if the con-
ductivity of wafer is known.

In a general case, the conductivity of silicon depends on temperature and
doping concentration. However, in the high-temperature region which is of the
particular interest for spike annealing (temperature over 500-600 °C), there is
practically no difference in the electrical conductivity of intrinsic and doped sili-

con [4]. At high temperature, the conductivity is high enough (¢ = 5-10" s™
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[3, 4]) to make the approximation of Hagen and Rubens [12] applicable. In this
approximation, the reflection coefficient, R, for the normal incidence of a plane
wave on the surface is

R=1—2\/z, @)
(o)

and the effective surface of the wafer can be estimated as

S = kapsSw = (1=R)S,, = 2\/%3}, ®)

averaging over all incidence angles and both faces of the wafer absorbing the
incident radiation.

From (6) and (8) we obtain, for the parameters of the experimental cavity,
V=310"cm’, S=510°cm?, A =125 cm?, f=30 GHz, the following partition
of microwave energy at the heating of 76 mm diameter Si wafer at a temperature
of about 1000 °C: 1, = 0.11, Ny = 0.3, N = 0.59. The portion of energy trans-
ferred into wafer heating increases with an increase in the diameter of wafer. At
the heating of a 300 mm wafer for the same parameters and conditions, the re-
spective values are the following: 1,, = 0.65, Nopm = 0.12, . = 0.23.

This approach can be considered valid only for the rough estimate of the ef-
ficiency of the microwave energy heating. To gain insight into the temperature
distribution over the wafer it is necessary to solve the self-consistent problem that
includes equations for the electromagnetic field in the cavity containing the sam-
ple and the thermal conductivity equation for the wafer with the heat sources
generated by the absorption of microwave energy. It is practical to apply recently
developed approximate methods for calculation of the electromagnetic fields
inside the multimode cavity whose dimension-to-wavelength ratio is on the order
of a hundred [13, 14]. The method developed in [14] has been exploited to calcu-
late the microwave intensity distribution in the cavity with parameters close to
the cavity used in experiments. An implicit finite difference scheme was used to
simulate wafer heating. Because of the cylindrical symmetry and small thickness
of the wafer, the thermal conductivity equation is solved in a one-dimensional
approximation.

The experimental data acquired in the anneals of 76 mm wafers were used to
provide temperature dependencies of the main specific parameters of the prob-
lem — thermal loss from wafer and microwave absorption. Despite the devised
model does not go into many details pertinent to Si wafer heating, it is still useful
in providing understanding of the dynamics of heating.

The temperature T(r) is obtained from the heat conduction equation

19 T
tha%t a——ra—"8 0'0( 4‘To“)"’Pabs(T’r) ®)

r r r
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with the boundary condition

a7 -0, (10)
ar r=0, r=R,,

Here, h is the thickness of wafer, R,, is its radius; C(T), p, and a(T) are the ther-
mal capacity, density, and thermal conductivity of silicon, respectively; € is its
effective emissivity, op is the Stephan-Boltsman constant, T, = 300 K is the wall
temperature, P, is the microwave power absorbed per unit square of wafer. In
experiment, the wafer is cooled by the radiation from its top surface and by heat
loss into and through the porous quartz support. An account of the latter heat loss
is a considerable challenge. However, in this model it is circumvented by intro-
ducing the effective emissivity £(T) = m(T) es(T) (1 < m < 2), which is derived
from the experimental dependence aTex,, /0t at cooling of wafer, assuming that the
emissivity is the same at the heating and cooling stages:

aT, .
hCp" o =—€'0, (T ey —Ts). (11)

The wavebeam entering the cavity is represented as a set of rays with intensi-
ties specified by the wavebeam angular spectrum [14]. The trace of each ray is
calculated with due regard to the attenuation of its intensity caused by absorption
in the cavity walls and in the wafer. The rays falling on the cavity coupling port
are assumed to be lost. The code calculates the angular spectrum of the radiation
intensity incident on both top and back surfaces of wafer. The absorbed power
distribution P 4, (r) is obtained by summarizing intensities of the incident rays:

n L d
Py (r) = [ Py (r,0) kg, -cos®AO = 2\/Z | P (r,8)-cos®d®, (12)
- G _x
where P, (r, ©) is the incident radiation per a steradian, © is an angle of the inci-
dent ray with the wafer normal.
The temperature dependence of conductivity, o(7), is determined from the
energy balance equation

oT, x
Paw =hCp T/ &'y (T =T, 13)

in which the data on T,,,(?), 97,,,/01() are taken from the experimental anneals
carried out at a fixed power applied to the cavity. In these calculations, the de-
pendence o (7), shown in Fig. 5, is obtained as a fitting parameter yielding the
value of P, calculated by the ray tracing method, at each temperature of wafer,
consistent with the power provided by the input wave beam. Being supplemented
with dependencies €'(T) and k,(T) the model becomes complete.

It is interesting to note that, in contrast to the data on ¢ (T), presented in [3,
4], the growth of silicon electric conductivity becomes slower at high tempera-
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ture (T > 900 °C) according to the experimental results obtained at microwave
heating. It looks like the electric conductivity of silicon changes from semicon-
ductor to metallic one at high temperature.

25 qisie i o 5
20
"o 15 ]
T
=10
©
5
0 . . . .
Fig. 5. Microwave electric conductivity 600 700 800 900 1000 1100
of silicon via temperature. Temperature, °C

The model was applied first to the simulation of the heating of a 76 mm Si
wafer in the cavity used in the experiments for the parameter values close to the
experimental ones: the mm-wave input power of 4.5 kW, the ramp-up rate of
100 °C/s and the cooling rate of 150 °C/s in the range of 950-1050 °C. The cal-
culated across-wafer temperature non-uniformity was about 3.5 °C in this case.

The heating of 200 mm and 300 mm diameter wafers was modelled with due
account for the apparent emissivity &,,, of wafer, which arises from the exchang-
ing of radiation between wafer and the cavity walls,

5 1
app .
L,im.( _1___1)
e § Eyall
Here €,y = 0.03 is the emissivity of unpolished copper wall at the temperature
T,ar=300 K [15].
The calculated temperature distribu-
tions over 200 and 300 mm diameter

€

(14)

1060

wafer at the maximal temperature of an- 2 10551

nealing 7 = 1050 °C are shown in Fig. 6. 3 |

As compared with the requirement im- g

posed by the International Technology § 1045 ]

Roadmap the temperature variation along -

the radius is less in the case of 200 mm 1040 . . .

wafer (< 0.2%), and slightly higher for o 4 8 12 16
300 mm wafer (= 0.5%) even in the cav- Radius, cm

ity of very simple geometry. It is clear Fjg 6. Temperature profile across
that across-wafer temperature profile can 200 mm wafer (@) and 300 mm wafer (b)
be improved considerably in the cavity at the maximal temperature of annealing,
of optimised geometry. The estimated 7 =1050°C.
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mm-wave powers needed to provide the anneal with the summary ramp-up and
cooling rates of 250 °C/s are about 13.5 kW and 50 kW for 200 mm wafer and
300 mm wafer with thickness of 0.8 mm, respectively. It is well known that the
mm-wave power of several tens kilowatts is available with the gyrotrons devel-
oped to this date.

The partition of the microwave power entered the cavity is shown in Fig. 7
for the annealing of the 300 mm wafer. At the maximum annealing temperature,
T = 1050 °C, the mm-wave power applied to the cavity is dissipated as follows:
N.=0.17, Nopn =0.11, 1,, = 0.72. It should be noted that the cited above rough
estimates for the power breakdown are in a good agreement with the results ob-
tained by numerical simulation.

100 e
® i
]
2
[]
o
]
£
[
Q
[
S
K Fig. 7. Partition of microwave power
between the heating, coupling loss and

ohmic loss at annealing of 300 mm di-
ameter wafer.

Conclusions

Results of experiments performed on a gyrotron system at a frequency of
30 GHz have demonstrated feasibility of the spike annealing of 76 mm diameter
silicon wafers. The ramp-up rate of 110 °C/s and cooling rate of 165 °C/s have
been achieved in the cold-wall cavity of the system at an input power of 4.5 kW.
High across-wafer temperature uniformity was provided due to heating in the
supermultimode microwave cavity. The results of annealing of silicon wafers
shallow doped with low energy boron satisfied to the 0.13 micron technology
node and compared well with the best results obtained with the infrared RTA. An
improvement of the anneal results may probably come with better controlled and
more rapid heating, optimized anneal temperatures, and with anneals in a con-
trolled ambient.

Numerical simulation of microwave heating, based on experimental data on
anneals, proves the high potential of the millimeter-wave RTA of 200 and 300 mm
wafers using the gyrotrons available today.
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THIRD GENERATION ECR ION SOURCES

L. Celona, S. Gammino, G. Ciavola

INFN-LNS, Via S. Sofia 44, 95123 Catania, ITALY

The future accelerators need higher charge state and higher current beams from the ion
sources. This demand will be met by the "third generation Electron Cyclotron Resonance
Ton Sources" (ECRIS) which will make use of improved plasma confinement by means of
higher magnetic field and of higher microwave frequency, thus boosting the performance
of nowadays ECRIS operating at the frequency of 14 and 18 Ghz. The possibility to obtain
confining fields exceeding 4 Tesla, by means of special design of NbTi superconducting
magnets, open the way to a new operational domain, at the typical frequencies of gyro-
trons, above 28 GHz, with plasma densities never achieved before in ECRIS (10 ** cm =
and higher). The test of SERSE at 28 GHz, confirming the theoretical frame on which the
third generation ECR sources design is based, will be presented, and a review of the new
generation ECRIS will be presented, with a particular emphasis on the design of the
GyroSERSE source.

At many large accelerator facilities there is a strong need of higher injection
currents of highly charged ions, up to 1 mA for heavy ions with charge states
above 25+ (both pulsed and cw mode). At INFN-LNS the ultimate goal for nu-
clear science is to produce between 0.5 and 2 epA of U®* (cw mode) and other
heavy ions to increase the energy of the beam extracted from the superconducting
cyclotron (the advantage of coupling a 3™ generation ECRIS to an accelerator is
clearly shown in Fig. 1). A similar advantage can be obtained by any other accel-
erator facility based on a linac or a cyclotron, and particularly relevant is the gain
for the future accelerator facilities as LHC in Europe and RIA in US which needs
currents of a few hundreds epA or even thousands (over a long term period the
next project of GSI need 6 mA of highly charged heavy ions as PbZ* [1)).

Another requirement of the future RNB facilities based on a linac or cyclo-
tron post-accelerators is to have an efficient charge breeding process (1*/N*
transformation) in order to obtain high charge states (Q > 20*) with a high ionisa-
tion efficiency (> 20%) on a single charge state.

70 . . i .
60 3
g 50 ]
3 4 E
2 f { Fig. 1. Maximum energies achiev-
3 able from the K-800 supercon-
& 20p |—SERSE+CS. 1 ducting cyclotron of INFN-LNS
10} (CZIGYroSERSE:CS 1 with the best existing ECRIS and
0 ) ) ) ) with the 3rd generation ECRIS,
0 50 100 150 200 GyroSERSE.
Mass number
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In 1999 a research project funded by European Union and called "Innovative
ECRIS" was established to meet all these requirements. Some tests were carried
out with a high frequency-high power (28 GHz — 10 kW) microwave transmitter
coupled to the superconducting source SERSE at INFN-LNS [2, 3].

The results were outstanding and beam intensities never obtained before
were measured. Anyway we perceived that with an adequate source design more
intense beams can be obtained. The successful exploitation of the SERSE source
at 28 GHz opened the way to the GyroSERSE source, a high confinement super-
conducting source optimised for 28 GHz and designed following the scaling laws
[4] and the high B mode concept [5].

Test of scaling laws from 2.45 GHZ to 18 GHZ

In 1987 from the results of the MINIMAFIOS source at 10 and 16.6 GHz,
Geller inferred the scaling laws [4] which were for a few years the guiding line
for ECRIS designers and users:

Gope > log B, 6]

e f M7, : 2
where g, is the optimal charge state, B is the peak field of the magnetic trap, f is
the microwave frequency, I** is the intensity of the charge state g and M is the
ions mass.

During the following years different sources gave results which placed into
crisis the statement that simple scaling laws exist and a more complicated
framework was revealed.

A series of experiment carried out on the SC-ECRIS at MSU working at
6.4 GHz changed the ECRIS scenario, because this source was able to deliver ion
currents exceeding the best 10 and 14 GHz sources and of the same order as the
18 GHz MINIMAFIOS. These results have been explained by the so-called
High-B-mode concept [5] which state that by increasing the confining field the
ECR sources work better because of higher electron densities and temperature.
This concept does not conflict with frequency scaling, but it limits the benefits of
frequency scaling to the sources with a very high confining field. This concept
can be expressed in term of the mirror ratio:

B/ BECR >2, (3)
where Bgcy is the magnetic field corresponding to the ECR frequency.

In 1998 and 1999 extensive tests to validate the scaling laws at 14 and
18 GHz have been performed on the SERSE ion source at INFN-LNS.

Figures 2 and 3 show confirmed the validity of formula (3) [6, 7] for fre-
quencies between 2.45 and 18 GHz. Except for the lower frequency, the curves
are quite similar and however all of them obey to the High B mode concept. The
tests described in details in [6, 7] outlined the rules that an efficient ECRIS must
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follow to produce intense beams of medium and high charge states and that have

been recently defined as the ECRIS standard model [8]:

a) the last closed iso-B surface must have B, = 2BgcR;

b) optimum radial magnetic field value at plasma chamber wall is obtained for
Brad 222 BECR (Flg 2),

c) axial magnetic field value at injection must be B;,; = 3Bgcg or more (Fig. 3);

d) axial magnetic field value at extraction must be B,,, = B,,4 (Fig. 3);

e) axial magnetic field value at minimum 0.30 < By,;/B,,s< 0.45.

—e— SERSE 14 5 GHz
—~a -SERSE ‘8 GHz
*  SC-LCRIS 2 45 Gz

e 30 ECRIS £ 4 Gz

100 |

0" current (epA)

0 1
Bmdlll BECR

Fig. 2. Effect of radial magnetic field scaling on O’* current [7]
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Fig. 3. Xe?™ currents for 14.5 and 18 GHz operations vs the axial field
on the injection side (B,) and on extraction side (B,) [7].
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Summary of the tests of SERSE with a 28 GHZ gyrotron

In order to define the best parameters for future ECRIS, experiments have
been performed with SERSE, the fully superconducting source installed at LNS
Catania. It was the first time that this high frequency has been launched into a
minimum-B structure and the first part of tests was devoted to the study of the RF
coupling and RF power efficiency. This parameter has a paramount role on the
high charge states buildup, as the electron temperature is dependant on the rf
power and the injection of a few kW (about 1 kW/L) in the chamber is needed to
boost the electron temperature to the keV order of magnitude.

On the other hand, the adequate strength and shape of the magnetic field in
the B-minimum trap ensure a longer lifetime of the hot electrons that increases
the possibility to remove the electron of the inner shells.

The electron confinement is strictly correlated to the magnetic structure of
the source and the beam intensity /,,, to the magnetic confinement and to the ion
density n/’

q
Iy iy 4)

An increase of n is needed to enhance the performance of any ECRIS. This
increase can be obtained through the increase of the microwave frequency, as
confirmed by many experiments [6, 7].

A rough picture can be the following: if we are looking for high current of
medium charge states, a not so high confinement time is requested, because we
want that the plasma density be high, but the electron confinement time be rela-
tively low, to get a high flux of ions from the extraction hole; if we are looking
for highly charged ions, a very good trap is needed, and high frequency and high
magnetic field at the same time are needed, which is the basis of the High-B-
mode concept.

In particular, the superconducting ECRIS of the INFN-LNS, SERSE, has
been used at 14, 18 and 28 GHz with increasing performance, even if for the lat-
ter case the magnetic field was not the optimum one. The 28 GHz operation, in-
deed, permitted to get currents exceeding half mA of Xe ions with charge states
up to 25+, as well as some euA of charge states between 38+ and 42+, results
which have been never obtained by any other source [2, 3]. For the tests of
SERSE at 28 GHz, a 10 kW gyrotron has been used, but only 2 to 4 kW were
used in cw mode. The maximum power launched into SERSE was limited by the
plasma chamber cooling efficiency which was originally calculated for a maxi-
mum power of 2.5 kW at 18 GHz In the afterglow mode, 6.5 kW has been
launched at 10 Hz repetition rate. A more detailed presentation of the RF propa-
gation and coupling is presented in [2].

Taking into account the RF power launched into an ECRIS per volume unit
of the ion source, about 800 W/I are necessary for an optimised source running in
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cw mode (Fig. 4) while 1.2 kW/L is needed in the afterglow mode [9]. Figure 4
shows that SERSE, the today best performing ECRIS, could deliver larger beam
intensities at 18 GHz if more RF power would be used. On the other hand, the
performances obtained at 28 GHz were not limited by the RF, but by the mag-
netic configuration and by the extraction limitations. In this case, the presence of
space charge effects and emittance blow-out have reduced by a factor three, pre-
sumably, the extracted current.

This latter limitation deserves more investigations in future, whereas for the
former one, the picture is quite clear.

300 - Riken
18 GHZ
250 [ |
< 2007 28 GHZ
D
P 150 - A
54 100 Serse
18 GHZ Caprice GSI
50 - 14 GHZ
L
0 T T T T T T T 1
0 100 200 300 400 500 600 700 800
Watt/liter

Fig. 4. Beam intensity as a function of the rf power per volume unit for
different ECRIS in cw mode.

The role of the axial magnetic profile has extensively been described in lit-
erature [6, 7]. Whatever the frequency heating, the magnetic field value must be
as high as possible on the injection side while the value at the extraction side is
correlated to the radial magnetic field value.

The radial confinement has also a major influence in the beam production for
medium and high charge states as well. Fig. 5 presents Xe?™ intensity variation
with the radial mirror ratio (B, / Bgcr) at 18 GHz and 28 GHz. The 2™ Y-axis is
proportional to the main Y-axis by the square of the frequency, then one can no-
tice the remarkable superimposition of both curves in dc mode.

The technological limit for the SERSE radial magnetic field being 1.45 T,
one can easily extrapolate the possible beam intensity at the optimum radial mir-
ror ratio: between R = 1.45 and R = 2, a 75% gain is possible while keeping the
other parameters constant.

Figure 6 shows a nice picture of the validity of the frequency scaling [9].
Furthermore, this figure also shows that the frequency scaling is valid whatever
the confinement: beam intensity is related to n, then to @, so that the different
curves are more or less superimposed.
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The state of the art

In 1994, at INFN-LNS a design study of an ECRIS operating at 28 GHz was
carried out. This project was frozen because the technology needed to the con-
struction of a 3 T hexapole was not available at that time. In 1995 a proposal of a
similar source has been done from LBNL, but with a significantly lower mag-
netic field, because of technological limits. The VENUS project started in 1997
and after a long constrction phase, it got its first plasma on May 2002 at 18 GHz
only. In 1999 after the successful exploitation of the SERSE source at the fre-
quency of 14 and 18 GHz the GyroSERSE project was reconsidered, because the
possibility to obtain confining fields above 3 Tesla in the plasma chamber, by
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means of special design of NbTi superconducting magnets, became realistic. In
the meantime the "Innovative ECRIS" collaboration was established with the aim
to enhance the performance of ion sources. In this framework the tests at 28 GHz
with the sources SERSE and PHOENIX were carried out. The SERSE 28 GHz
tests are described in the previous paragraph, while the PHOENIX tests [10] con-
firmed the validity of a different approach well suited for pulsed operations and
for the production of high intensity of medium charge state ions, but not for the
production of highly charged beams.

Some other innovative sources have been commissioned or built recently.
The RIKEN 18 GHz source with hybrid magnets (superconducting solenoids and
permanent magnet hexapole) have given good results (1.6 emA of Ar*) [11] and
even better results are expected from the VENUS source at the Berkeley National
Laboratory [8]. This source can be considered to be the first third generation
ECRIS which have been completed, being able to operate in High B mode at
28 GHz (this upgrading is scheduled for summer 2003). This source is deemed to
get the leading role in the ECRIS field for the coming years, together with the
Lanzhou source [12], at least for a few years, which are needed for the construc-
tion of the GyroSERSE source.

The conclusion that can be drawn is that the best solution to provide very
high charge states ion beams is the design of a third generation ECRIS, with an
appropriate magnetic trap for 28 GHz operation, according to the ECRIS stan-
dard model.

GyroSERSE: magnets and general design

The main features of the magnet design are given in Table 1. Figure 7 shows
a model of the magnetic system, with the solenoids and the hexapole surrounded
by an iron yoke and followed by the focusing solenoid which is the first element
of the beamline.

Table 1. Comparison between the main parameters of SERSE and GyroSERSE

SERSE GyroSERSE
F 14 GHz +18 GHz 28-37 GHz
Pmax 2kW + 2 kW 10 kW
Bradinl 1.55T 3T
B, 27T 45T
B, 1.6 T 35T
¢c’hamber 130 mm 180 mm
Lchambel 550 mm 700 mm
Deryostar 1000 mm 1000 mm
Ltg’m‘lar 1310 mm 2150 mm
Vextr 20-25 kV 40-50 kV
LHe consumption | ~4 L/h (100 L/day) 0
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Fig. 7. The OPERA-3D model of the magnetic system

The mechanical constraints have obliged to choose a well larger inner bore
than for SERSE, because of the boundary conditions for the hexapole (the stored
energy exceeds 300 kJ). The plasma chamber inner diameter is 180 mm, 50 mm
larger than the one of SERSE.

Figure 8 shows the B-mod lines in the plasma chamber, featuring a value of
the last closed surface of about 3 T. Then the magnetic field will permit to oper-
ate in High B mode, with a mirror ratio greater than 2, at any frequency between
28 and 37 GHz.

Yi0.0
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Fig. 8. The B-mod lines
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The coils of the magnetic system will be wound from NbTi superconducting
composites and cooled by immersion in a liquid helium bath. The electrical con-
nection to the power supply at room temperature will be made by high critical
temperature superconducting currents leads.

The use of cryocoolers will permit to operate the cryostat without external
supply of liquid helium. Robust and reliable cryocoolers for the liquid helium
temperature range are commercially available nowadays. Owing to their limited
cooling capacity, however, more than one machine may be necessary for the pre-
sent application.

The mechanical design

The large dimensions of the plasma chamber will allow to obtain a very good
pumping speed, as it is for SERSE, which has a residual gas pressure of 10~ mbar.
As the radial pumping is not possible, the pumping will be performed only through
2 mm diameter holes drilled in the injection flange and in the outer part of the ex-
traction electrode. A 5 mm double wall water-cooled stainless steel chamber will
be able to dissipate a maximum power of 10 kW. High Voltage (50 kV) insulation
will be provided by a 3 mm thick polyetherethercheton (PEEK) between the cham-
ber and the cryostat. The length of the plasma chamber will be about 650 mm and
the volume will be larger than 16 liters, well higher than any other existing source.
In Fig. 9 the sketch of the GyroSERSE is presented.
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Fig. 9. The GyroSERSE source
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The microwave injection

The behaviour of the 28 GHz 1f coupling to the plasma was tested during the
SERSE 28 GHz experiment and a new transmission line [2] based on the con-
cepts used in the domain of magnetic fusion was designed for that purpose. The
same design with minor modifications may be applied to GyroSERSE.

A 28 GHz 10 kW gyrotron (TEg, output mode) will be used, with a transmis-
sion line similar to the one used for the SERSE 28 GHz experiment. It appears
that the dc-break plays the role of an additional mode filter since only TE,
modes are transmitted through this device. Higher-order reflected modes, if any,
are dissipated in the line so that only a small fraction of the total reflected power
returns to the gyrotron. The mode filter damps the residual reflected modes. Dur-
ing the experiment described in [2] about 2 to 6.5 kW (up to 4 kW in cw mode)
were injected in the SERSE plasma; the maximum observed reverse power was
less than 150 W, which enabled a safe operation of the gyrotron.

In the case of GyroSERSE the optimum power must be much higher. The
optimum power for the ECRIS is given by the formula:

nkT,V
Frr = ’
TeMECRH
P
__ Zabsorbed _
where MNECRH = P - 1']waveguidencouplingT' plasma *
RF

As the volume of the plasma will be higher than the SERSE one, but the con-
finement time and the density will be both higher, we believe that 6 kW or more
will be sufficient to optimise the operation of the source.

The extraction optics and LEBT

By increasing the rf frequency heating from 18 GHz to 28 GHz, one then had
to face with intense extracted beams, in the 10 mA range, so that space charge
effects lead to larger emittances.

More than 0.5 mA has been obtained on a single charge state in afterglow
mode operation with an extraction voltage of 25 kV only. It was demonstrated [2]
that the currents scale as V> or higher. This is the combined effect of Child —
Langmuir law and of the emittance decrease with the beam energy.

Simulations with KOBRA3D code have been carried out which confirmed
that the large magnetic field (3.5 T) at the extraction may cause some emittance
increase [13]. The triode topology was chosen for its simplicity and effective-
ness. The distances and the shape of the electrodes have been optimized for high
charge state extraction. Ray tracing of ion trajectories has been performed up
to 10 cm downstream of the extraction aperture. The emittance values range
between 120 and 200r mm-mrad at 40 kV extraction voltage; a value of
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150 mm-mrad has been used as starting condition for the preliminary beamline
simulations here described. An extraction voltage higher than 40 kV may further
decrease the emittance. We expect to operate at 50 kV, thus obtaining smaller
emittance and high currents as well.
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Fig. 10. A KOBRA3-INP simulation of the extraction system of GyroSERSE

The analysis section of the beamline has been also designed following the
assumption that the focusing solenoid should be as close as possible to the ex-
tractor; moreover the solenoid should not be used to shrink the ion beam to a
narrow focus; the analysis magnet should have a large curvature radius to have a
good mass selection and a large gap to keep the beam losses small and the beam
pipe should have a diameter of 160 mm to avoid beam losses and to provide a
good vacuum conductance.

Some alternative designs have been considered, because GyroSERSE source
may be built for different laboratories under different site constraints.

The simplest design is based on a single solenoid that matches the beam to
the analyzing magnet. The solenoid is embedded in the cryostat 35 cm away from
ion formation electrode and it is 300 mm long. The 90° dipole magnet (bending
radius of 1200 mm, mass resolving power M/AM >120) has an air gap of £80 mm
and field boundaries inclined by 26° in order to achieve x and y focussing; the
distance between the solenoid and the entrance slit of the separator is 300 mm
and the distance between the entrance slit and the dipole entrance is 1000 mm.
The distance to the final focus is 2300 mm.

Other design options based on a combination of one solenoid and four quad-
rupoles are described in [12].

664



=p=—Dispersive (x) plane
one mass

WG ¢

500ram

Source Dipole Entrance Dipole Exit Final Focus

£ £ £ £

s E af “of “0f

4 2t} #of- 20f

° of ok of &
- 20 206 -20¢

. aof o 3

-y A T Aladadudadaty )

Fig. 11. A GIOSP simulation of the GyroSERSE beamline

Expected performances and conclusions

The GyroSERSE expected performances for Uranium and Xenon beams
compared with the ones of other sources are shown in Fig. 12.
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Fig. 12. The GyroSERSE expected performance compared with other
sources for Uranium and Xenon beams and for cw operations.

Moreover Table 2 shows a comparison of the currents achievable from
SERSE and GyroSERSE for different ion beams.
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The evidence of a net increase of performance either in terms of higher
charge states and of higher currents encouraged many laboratories to pursue the
way of 3" generation ECRIS in order to enhance the possibilities of their accel-
erator facilities. The continuous improvement of the technologies involved in the
construction of ECR ion sources make possible to design in future even more
performing equipment, getting benefit of each type of technological improve-
ment.

Table 2. Comparison of different beam currents between SERSE and GyroSERSE

SERSE GyroSERSE
o™ ~7 puA ~50+100 puA
Ar'™* >20 pnA ~1 ppA
Au®™* ~1 pnA ~0.1 puA
Xe** - ~.02 puA
Pb>** - ~.01 puA
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ION FLUX DIAGNOSTICS OF ECR DISCHARGE
WITH DIFFERENT WAVE POLARIZATION

A. S. Smirnov, D. A. Malik, K. E. Orlov, T. V. Chernoiziumskaya

Saint-Petersburg State Polytechnical University, Saint-Petersburg, Russia

Results of experimental study of ion flux from plasma of MW discharge in magnetic field
are presented. The quarter-wave plate polarizer has been used to change an exciting wave
polarization in the course of the experiment. Experiments have been carried out in argon at
pressure range 0.1+1 mTorr. There was observed no essential wave polarization effect on
the ion flux density at the pressures higher 0.4 mTorr. At the pressures below 0.4 mTorr
there was no breakdown at left-hand polarized wave excitation; ion flux density in right-
hand polarized wave excited plasma has strong maximum.

Introduction

Electron cyclotron resonance (ECR) plasma sources are widely used in mi-
croelectronics devices processing to obtain high density, low energy plasma at
low gas pressure that provide high processing rate with improved process quality.
A transverse MW electromagnetic wave is injected into the discharge volume
along the magnetic field. As usual, in such type of sources magnetic field is in-
homogeneous, so there is at least one surface in discharge volume, where the
electron cyclotron resonance condition is fulfilled, i.e. the frequency of electron’s
rotation in magnetic field is equal to the electromagnetic wave frequency. Under
this condition electrons are continuously accelerated in the resonance zone, if
electromagnetic wave is circular polarized in the direction of electron rotation
(RHP wave). For this reason, such type of sources called an "ECR" sources. ECR
mechanism of a wave absorption is analyzed analytically and numerically in a
number of works [1, 2]. However, in plasma in inhomogeneous field the wave
always propagate on the angle to magnetic field. Thus the wave propagation and
absorption mechanism is more complicated, it depends on magnetic field and
plasma density distribution and position of the energy absorption does not coin-
cide with the ECR zone [3, 4]. It can strongly affect on plasma parameters distri-
bution near the substrate and process homogeneity.

The goal of presented work is to study experimentally the ion fluxes from
plasma of ECR discharge in argon at pressure range 0.1-1 mTorr at the different
exiting wave polarization. Results obtained would help us to understand the
mechanism of the wave absorption and electron heating in ECR discharge and to
derive a correlation between discharge parameters and characteristics of ion flux
to the substrate (intensity, uniformity, ion energy).
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Experimental setup

The sketch of the experimental setup is presented in Fig. 1.

Magnetron

i Attenuator
Rotating
coupling Biderectional
coupler
Tunable ___—
polarizator Quartz doom
window
———— Magnetic coil
Electrode
Gas
I to
T pump
Analyzer | [
Fig. 1

A 2.45 MHz magnetron was used as a MW sours. The magnetron operated in
pulse mode with period 10 ms and pulse duration 4 ms. Averaged power was
about 500 W. A bidirectional coupler was used for input and reflected power
measurements. The wave polarization was varied continuously from right-hand
(RHP) to left-hand (LHP) via linear by the quarter-wave plate polarizer. The po-
larizer is a section of the circular waveguide with a 3 mm thick dielectric plate
inside. This plate provides 90° phase shift between the wave polarized in the
plate plane and the perpendicular one. The wave polarization was changing by
varying the angle between the plate and initial TE;; wave polarization plane. The
microwave power coupled to the cylindrical 300 mm in diameter and 140 mm in
height stainless steel discharge chamber through the quartz doom window. The
150 mm in height window was placed inside of the waveguide. External mag-
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netic coil located on the top of the vacuum vessel induced the non-uniform mag-
netic field (up to 1200 Gs in the coil center). Position of the ECR resonance zone
could be varied by the vertical movement of the coil and coil current variation.
A disk-shaped, 200 mm in diameter aluminum electrode is placed in the chamber
at 40 mm from the chamber bottom. This electrode was grounded. The electrode
plane is perpendicular to the axis of magnetic field. The electrode isolates dis-
charge volume from the separately evacuated high vacuum volume, where the
four grid retarding field electrostatic energy analyzer [5] was mounted. Ions were
extracted from plasma to the analyzer through the 1 mm diameter orifice in the
electrode center. Residual gas pressure in the high vacuum chamber depended on
gas pressure in the discharge volume but was better than 2107 Torr during the
experiments.

Results and discussion

Ion retarding curves obtained at different exciting wave polarization pre-
sented at Fig. 2. Jons maximum energy corresponds to the potential drop at the
electrode sheath. Flux intensity observed at left hand circular polarization of ex-
citing wave only a 15% less when flux intensity observed at right hand circular
and linear polarization. Flux intensity observed at right hand circular and linear
polarizations are equal. So, there was observed no essential wave polarization
dependence of the ion flux density at the pressures higher 0.4 mTorr. Pressure
dependences of ion flux to the electrode, maximal and averaged ion energy are
presented in Fig. 3. Ion flux and maximal energy are practically independent of
pressure. It means that electron temperature and density did not vary in our ex-
periments. Averaged energy slowly falls with the pressure. The broadening of the
ion energy spectra may be due to ion scattering and to spreading of the particle
generation region. Ion energy and current variations with the polarization are
within the error range.
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10on current,
arb units
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C
/
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\
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Fig. 2. Ar pressure p = 0.4 mTorr.
A - RHP wave, B - LHP wave,
C - linear polarized wave. Retarding voltage, V
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the wave is RHP. At the pressures
below 0.4 mTorr there was no
breakdown at left-hand polarized
(LHP) wave excitation, so ion cur-
rent vanishes. Thus we can con-
clude that breakdown in low pres-
sure (p < 0.4 mTorr) is determined
by ECR power absorption.

The ion flux density distribu-
tion in substrate plane also has
been investigated. It has been
found that ion flux generally con-
centrate in ring-shaped area. This
area constitutes the projection of
the microwave power absorption
zone on a substrate plane. The
ring-shaped area size and location
are defined by magnetic field value
and configuration.

In the pressure range 0.4+1 mTorr breakdown does not depend on the wave
polarization, so it can not be explained ECR power absorption. The alternative
mechanism is nonresonance collisional electron heating. Amplitude of the mi-
crowave electric field in the waveguide estimated from the power is about

E, =100 V/cm. Corresponding electron oscillating energy is

ezEg

2m,m

W=

F=22¢eV,
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where @ = 2n - 2.45 GHz is electromagnetic wave frequency, e and m, are elec-
trons charge and mass correspondently. So, to reach ionization energy (15.8 eV),
electron should collide more than 10 times. It is possible only if some electron
confinement mechanism exists, because electron mean free path is about 25 cm
and exceeds vessel dimension along the magnetic field. Additional experiments
are necessary to study this mechanism.

Conclusions

The main results of the work are the followed:

Ion flux to the substrate in ECR discharge with various wave polarizations
was measured. ’

Wave polarization affects only on discharge breakdown in low pressures
(p < 0.4 mTorr).

Wave propagation and transformation in nonuniform plasma and magnetic
field as well as collisional mechanism of power absorption should be taken into
account in ECR discharge.

The ion flux generally concentrates in ring-shaped area. This area constitutes
the projection of the wave absorption zone on a substrate plane. The ring-shaped
area size and location are defined by magnetic field value and configuration.
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MICROWAVE CONCEPT
OF A LARGE VOLUME PLASMA SOURCE

A. A. Lirvak, S. V. Putvinski, V. E. Semenov', A. G. Shalashov',
0. B. Smolyakova', E. V. Suvorov'

Archimedes Technology Group Inc., San Diego, USA
'Institute of Applied Physics, RAS, Nizhny Novgorod, Russia

The main aspects of plasma production and support of a steady-state plasma discharge us-
ing microwave radiation are discussed in application to a large volume plasma source. A
number of scenarnos are presented which allow to reach the nominated steady-state regime
starting from break-down of a neutral gas, following plasma density ramp and establishing
the required electron temperature and gas composition.

Introduction

Large volume plasma sources among other applications may be used for
atom separation over their mass numbers basing on the idea of magnetron effect.
The "Archimedes" facility designed for light and heavy fraction separation in the
Hanford nuclear waste is based on a plasma source with axially symmetric mag-
netic configuration operating in a gas-dynamic regime of plasma confinement
[1]. The separator may be treated as a steady-state plasma discharge with "work-
ing matter" injected into the installation in gaseous phase and escaping from it
along magnetic field lines as ionized matter. From the point of view of such
plasma source operation there are two evident and well separated problems:

— the break-down of a neutral gas and transition of a plasma discharge into a
steady-state one;
— support of the steady-state operation regime.

The solution of the first problem may be achieved according to specific
schemes, in which optimal variation in time is provided for a number of parame-
ters such as the neutral gas pressure and its composition, the frequency and the
full power of a microwave radiation, its distribution over the trap volume. In the
steady-state stage such parameters as gas composition and gas-puff rate should
be fixed. In the designed version of the "Archimedes" separator it is assumed that
plasma discharge will be supported in a cylinder vacuum chamber (0.4 m diame-
ter, 4 m length) with longitudinal magnetic field 1.5-2.0 kG. Electron density
and temperature are restricted by the values 2-10'* cm™ and 2 eV with the neutral
gas-puff rate in the range 1-5 g/s. In the original design it is assumed that break-
down and support of the steady-state discharge will be provided by a whistler
wave system, operating at the frequency S MHz.

The alternative concept of power deposition into the plasma presented below
is based on using the microwave radiation (frequency range 5100 GHz). Theo-
retical modeling is performed basing on the OD approximation (uniform power
deposition and gas-puff over the whole plasma volume).
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Break-down conditions

Modeling of break-down and plasma density ramp stages is based on a usual
set of particle and power balance equations

No =1y =kiNoN, =' Ny, M
‘ N, =kN,N, -t,'N,, )
37, = Pars =y ~dc =3V} (T. ~T,) =35 (L. Ty, (3)
T =vi, (T, =T )+vio (I, -T;)-T.%.", )

where I, is defined by gas-puff rate, 7, defines neutral particle losses from the
trap, k; is ionization cross-section, T, is electron life-time, p,, is absorbed micro-
wave power per an electron (proportional to a microwave field intensity), gy and
qc are "volume" (ionization and radiative) and covective energy losses from
electron component; other two terms in Eq. (3) describe the energy exchange
between electron, ion and neutral components, the last term in Eq. (4) takes
into account plasma potential. The temperature of neutral component is fixed
(= 0.1 eV), only single ionization is taken into account. Electron life-time is de-
fined as

©'=Dp,n*/I* +OD,n* / I?,
where D, =ﬁ1/7;/mi (14T, /T;)/(NyG,0 )7 and D, =[T,/m, /(NyG,o) are

coefficients of ambipolar and of free electron diffusion correspondingly and fac-
tor @=1/ (1+L2/r§e) is introduced to describe gradual transition from free

electron diffusion to ambipolar one in the course of electron density increase. In
the "volume" electron energy losses ionization of neutrals and excitation of neu-
trals and ions are included:

qv = (Ei +%Te)kiN0 +[Z§Om Eexc,O,mkexc,O,m )NO +(2};§1m Eexc,llkexc,l,l ]Ne ’
m

where factors &y, and &,,, are introduced to take into account possible effect of
trapping the line radiation by a plasma volume. For the set of parameters under
consideration this effect may be of importance for the only line of neutral Naj; in
all other cases £ = 1. For ionization and excitation constants data from [2] and [3]
are used. Convective losses through the plugs are included in the case of high
enough density (satisfying the quasi-neutrality condition):

-1 1. T.m 3
qC—T T (21117-. ”‘l —2_,]‘
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Power deposition into electron component from the microwave radiation is
calculated within the approximation of plane wave with the fixed amplitude
propagating along the axis of installation in a uniform plasma with collisional
absorption defined by dispersion relations:

- n’=1- a)pezla)(m— iv,; ) for high frequency range (@ >> @),

- nf=1- a)pez/m(m - o, — iv,;) for longitudinal propagation in the electron-
cyclotron frequency range,

where @, and @y, are electron gyro- and plasma frequencies and v,; is effective
electron-ion collision frequency.
' ‘ Break-down conditions for a
1E+006 | (=40 cm B=15KkG F=378GHz number of pure gases (such as Na, O,
H, Ar, Ne) and their mixtures has
been investigated. Examples of some
dependencies of a threshold micro-
wave power on a neutral gas density
are presented in Fig. 1 for a number
of gases. The incident microwave
power is assumed to be uniformly
distributed over the whole cross-
section of the trap. Because of negli-
1E’m1)2.o1z 1‘013 164014 104015 19016 164017 1&018 164019 glbly Small absorption at the break-
No [cm9) down stage presented power values
Fig. 1. Quasi-ECR break-down (0=0.9w,): simply define the microwave field
dependence of a threshold microwave power intensity in the vacuum chamber.
on a neutral gas density. Magnetic field By = 1.5 kGs is uni-
form in the volume of the trap; to
increase the efficiency of microwave field — electron interaction the frequency of
microwave radiation is chosen slightly below electron-cyclotron frequency.
Fairly high values of the threshold power for the break-down of gases with Na
content are related to high radiative losses, because at the break-down stage the
radiation in the strongest neutral Na line is not trapped. Plots presented in Fig. 1
are obtained under assumption that electron losses are defined by ambipolar dif-
fusion, which is realized when initial electron density exceeds the level about
10 cm™. Under these favorable conditions the microwave power re?uired for the
break-down of neutral gas with reasonable density (10"~10" cm™) is not very
high (10-300 kW). The break-down starting from free electron diffusion regime
requires the microwave power at least by an order of magnitude higher.

Having in mind good prospect of using mm-wave radiation to support the
steady-state discharge a possibility to use the same radiation for the break-down
was also investigated. The threshold power for this frequency range is more than
3 orders of magnitude higher than in the case of "quasi-ECR" break-down pre-
sented above. Such strong requirement may be weaken by initiating the break-
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down in the quasi-optical cavity. The other possibility is to stimulate initially the
break-down in a neutral gas with high density and then to provide discharge evo-
lution into a final stage by decreasing the neutral gas density.

Evolution of the discharge into a steady state

Evolution of the discharge beginning from the break-down into a steady-state
stage was also investigated basing on the same set of balance equations (1)-(4)
with slight modifications. Reflection of
the microwave power from a plasma ,pnf
boundary is taken into account; in the yqu|
electron life-time ‘the possibility to change ?
from ambipolar diffusion to gas-dynamic .|
losses is foreseen. Characteristic example E
of the discharge evolution in pure Na with
"quasi-ECR" break-down is presented in
Fig. 2. The initial stage (break-down and
density ramp) is governed by the micro-
wave power with a relatively low fre- . |
quency (® = 0.9w,,). The electron density 1090 ' 9 ' 4 ' 6 0
saturates at the level of 2102 cm™, when Time [msec]
significant part of the power is reflected
from the plasma edge, and some low-
temperature and low-ionized regime is
established (ionization degree 13%, elec-
tron temperature 0.6 eV). At t = 2 ms an
alternative power source (500 kW) is
switched on; this radiation is supposed to
be fully absorbed by a plasma, e. g., due to multi-pass absorption of mm quasi-
optical beam. Applying of this power source results in a further gradual increase
of electron density and temperature followed by a fast transition to the new
steady state with gas-dynamic confinement regime (practically full ionization,
N, =3 10" em™, T, = 4.4 eV). Parameters of this discharge are in the vicinity of
required for the separator values. In the next section results of more detailed in-
vestigations of the steady-state discharge parameters are presented for various
sets of governing parameters (gas-puff rate, gas composition, absorbed micro-
wave power).

iom [

1010-
3

Fig. 2. Evolution of the discharge be-
ginning from the break-down:

By = 1.5 kG, gas-puff: 2 gfs.

0-2 ms: P,,, = 0.8 MW at 3.78 GHz,
2-6 ms: P, =0.5 MW (all absorbed).

0D modeling of steady-state discharges

This modeling is also performed on the basis of Egs. (1)-(4) with zero time de-
rivatives with additional taking into account the possibility of higher ionization.
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In Table below some examples of steady-state discharge parameters are pre-
sented for Na-O-H mixture, which may be considered as a good approach to
the Hanford waste composition.

Table

Eletr. | Gas- Electron density Total' power losses En.c.ost

temp. | puff and main loss channels per ion
15eV |s0gs | 7.610%cm? | 200KV 2% {f:‘:jf‘;i%’g%‘f’xgao eXCs | 56V
15¢V [20gs | 3010%cm? | BEW 2% 3‘;? Cif‘;f;;’g%';/"xgao Xy | g ev
15eV |1.0gs | 14108 cm? | S4KW:24% g’;: i(‘)"(}iez)'(’c?“% Nalexc. | 5y
20evV [50gs | 9210%em® | 720 k;g;%} é‘%’einel"g% 1:?’@?: X 40ev
20eV [20gs | 29-10%cm | 170 k“ﬁfgg 5‘1;:) ci_‘,"gi%’é?f’x’:ao eXCs | 30ev
20eV [1.0gs | 1310%em? | B kw‘7}73‘g g‘:: éf‘j;;’g%f’xgao X1 30ev
506V [20 gs | 3210%en® | SO MW ZZ’+§:)(:§”‘2°% TR0 enes | ag0ev
50ev |1L0gs | 1.510%cm™ | 1 NSIZ:(;‘Z’ 320‘2‘3%7 ;of‘)’g;e’“" 250 &V

It should be noted that important parameters of the steady-state discharge,
such as optimal electron density and temperature, cannot be established for a
given gas-puff rate by varying the total power deposition. All these parameters at
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Fig. 3. Steady-state discharge parameters
for NaOH puff rate 2 g/s.

the steady-state stage are related to
each other in a complicated nonlinear
manner. Fig. 3 presents an example of
a discharge composition in relative
densities and electron temperature for
Na-O-H mixture with gas-puff rate
2 g/s depending on the total absorbed
power. In the electron temperature
range of interest the power required to
support the discharge is quite moder-
ate (less than 200 kW); as it follows
from Table electron density is slightly
above the optimal value what may be
corrected by appropriate diminishing
the gas-puff rate and the deposited
power.
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Conclusions

In numerical modeling based on the OD approximation it has been demon-
strated that the microwave radiation of moderate power level may be successfully
used in the "Archimedes" separator facility both for the break-down of neutral
gas and for the supporting of steady-state plasma discharge. Relatively low fre-
quency radiation (below electron-cyclotron frequency) being very promising for
the break-down with the plasma density increase undergoes strong reflection
from the plasma boundary and becomes inefficient. At this stage high frequency
radiation (up to 100 GHz) may be easily matched to the plasma with subsequent
multi-passage collisional absorption. More details concerning ray trajectories and
absorption along them for these two frequency ranges and various density pro-
files are presented in the paper H15.

This work was partially supported by Russian Foundation for Basic Research
(grant Ne 00-02-17200).
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HYBRID RESONANCES IN MULTIPACTOR DISCHARGES

A. Kryazhev, M. Buyanova, V. Semenov, D. Anderson', M. Lisak',
J. Puech® L. Lapierre®, J. Sombrin®

Institute of Applied Physics, Russian Academy of Science,
Nizhny Novgorod, Russia
!Department of Electromagnetics, Chalmers University of Technology,
Gothenburg, Sweden
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A plane parallel model of multipactor is studied in detail using both an analytical approach
and numerical simulations. It is shown that the commonly accepted picture of the multipac-
tor zones is not quite complete and should be modified by taking into account the existence
of hybrid resonance modes and the important consequences of a secondary emission yield
that significantly exceeds unity. Numerical simulations demonstrate that the chart of the
multipactor zones is also very sensitive to the initial velocity spread.

Multipactor discharge is an avalanche-like increase of free electrons in
vacuum systems when primary electrons hit the walls of vacuum device in
resonance with RF electric field and knock out secondary electrons. Multipactor
is an undesirable effect in powerful transmission lines and specifically in space
communication systems. Therefore the problems of avoiding and supressing
multipactor have been studied extensively for more than 50 years. However still
there is no common opinion concerning the

g oBespet multipactor even for a system with the simplest

. v e | geometry.

’ . e The simplest system with two-sided multipac-

Y X tor is shown in Fig. 1. The primary electron leaves

3 N the first wall due to thermal emission and moves

0 L x being driven by the RF field (see equation 1).
Fig. 1. One-dimensional two- When it arrives to another wall it may knock out

sided multipactor.

component directed perpendicularly to the planes.
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secondary electrons if the impact energy belongs
to some range that depends on the material. The
electric field and initial velocities of electrons are supposed to have only one
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In the simplest case of multipactor we may neglect the initial velocity
distribution: Avy << 1. The resonant condition is that electron one-way transit
time must be equal to the odd number of half-cycles of the field [1]:

(Pimpact _(p.\'tart =1[k, k= 2P—1, pe N. A3)

Secondary electrons can be knocked out only if the secondary emission yield
exceeds unity, that limits the range of allowed impact velocities [1]. In numerical
calculations the analytical approximation of the secondary emission curve,
suggested by J. R. M. Vaughan [2] may be used.

Each one of the well-known classical multipactor modes is described by
equation on distance and resonance starting phase:

A=mkcosQ+2sinQ+vonk, k=2p-1, pe N. 4)

The possible values of ¢, k and A in case of zero initial velocity are

0<o@ip < 7‘2, A>2, k=1,3,5,... In case of zero initial velocity they become

O<Qr<9¢’, ¢<0, (p’>752, A>2, k=135, ..., kpax» Kipax _ oL (see Fig. 2).

x

15| -

Fig. 2. The multipactor curves as
dependence  of  dimensionless
distance on the starting phase for
various values of initial velocities.

The stability condition limits the range of possible starting phases for multi-
pactor resonance. It means that the range of starting phases of secondary elec-
trons is narrower than for primary ones:

Tk sin Qg + v
2cosPg +Vvy

<1. )

The growing part of the resonant curve is stable. For the upper bound of
starting phase the stability condition is more strict than the condition of non-
returning to the wall of birth. But the lower bound depends much on the initial
velocity and number of mode (Fig. 3a).
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The problem of separation and overlapping of the resonant multipactor bands
still is the question to discuss. There is no overlapping in case of not very high
Avg and if 6 ~ | but greater values of ¢ may provide the multipactor development
by compensating electron losses even if the starting phase is not stable. Thus the
multipactor development condition (5) may be redefined:

Tk sin Qg + vy
2cos Qg +vy

<o. (6)

Then for high values of secondary emission zones are expanded and the
overlapping of adjacent resonant zones becomes possible (Fig. 3b).

1N, 1,

10
k=1

1

1

0 5 10 15 20 * 5

Fig. 3a. The bounds of stable values of Ain  Fig. 3b. The bounds of stable values of A
dependence on initial velocity for ¢ = 1. in dependence on initial velocity for
Lines marked with points correspond to various ©. Lines marked with points
upper bound, dashed lines — lower bound correspond to upper bound, other ones — to
from the stability condition, solid ones — effective lower bound defined as in (6).
from "non-returning" condition.

The initial velocity spread leads to so called polyphase multipactor [3], since
the velocity spread of primary electrons causes the spread of starting phases of
secondary electrons. The development of multipactor becomes very sensitive to
the secondary emission yield. If ¢ is low and velocity spread is rather high, some
of secondary electrons may be lost for further multipactor development, and the
multipactor will be suppressed. Otherwise if ¢ is high, the emission may
compensate electron losses. Thus the initial velocity spread must be always taken
into account.

Besides classical multipactor modes, new resonant modes were discovered.
The resonance shows itself after every n transits of electrons. Every electron in a
group has its own k and @, not exactly equal to each other and to the certain odd
number of half-cycles of the field. The resonance conditions are the following:

n 2n &
O = Ppirs Ky =kpyys AL 2P ki =2p, peN. )
i=1 i=1

680



We suggest calling these modes hybrid, as opposed to the classical modes
with one k for all electrons. Each hybrid mode is defined by its order n and the
set of numbers k. Classical modes correspond to hybrid modes of the first order.
The hybrid modes of the second order were described by Gilardini [4]. The
motion equations for the simple case vo= 0, Avy= 0 are as follows:

(A= (@ —@; +7k; )cos @, +sin @, +sing;, i=1, ..., n—1,
A=(@, - @, +7k, )cos @, +sin@, +sin@,,
k =13,5..., (8)

0<g, sg, i=l,.., n.

The curve of a hybrid mode lies in a limited region near the curve of the

classical mode with k"¢ = ki}f{;{l, . The region of hybrid modes adjacent to the

classic mode with certain k is well separated from the neighboring regions of
hybrid modes (Fig. 4). Each region contains an infinite countable set of hybrid
modes. Inside each region the curves are arranged in ascending order. The curves
of modes with greater k are situated higher than other curves of the same order,
and the curves of modes with more numbers k equal to minimal are situated
closer to classical mode (Fig. 5).

- classical modes
upper bounds
of hybrid region

Fig. 4. The first and second hybrid regions and 8
some hybrid curves as dependence of A on the
starting phase of primary electrons. Hybrid modes
are identified by set of numbers k. 2

0 05 1 15 4

a classic resonant mode with k=1

b hybnd mode 1-1-3

¢ hybnd mode 1-3

d hybnd mode 1-3-3

e hybnd mode 1-3-101

f hybnd mode 1.5

g hybnd mode 1-5-101

h upper bound of 1st hybnd region

Fig. 5. The first hybrid region.
Hybrid modes are identified by
set of numbers k. %0 02 04 66 o8 1 1z 11 18 %
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One of the differences between hybrid and classical modes is relatively nar-
row bands of stable resonance for hybrid modes. The stability condition is that at
least one of the starting phases is quite small. Like in the classical case the
growing part of A dependence on @, is stable [5].

The first hybrid mode is mode 1-3 and it has the widest range of stable pa-
rameters A@ = 0.08, AA = 0.008. Stable parts of all other modes are even smaller
and the hybrid modes are hard to find in numerical experiments. But they are
very sensitive to other parameters such as G, vy, Avy. Some combinations of these
parameters cause the widening of stable zones and even their overlapping.

Some of the hybrid modes may be found analytically, for example, mode
1-3, and some of them were demonstrated in numerical experiments. In these
experiments hybrid modes may be identified by a specific diagram of impact
phases (Figs. 6a, 6b).

N
8000
L R
6000
4000
Fig. 6a. Hit phase distribution for
2000 1 classical mode k= 1,A=3.3,6=12,
o vy =0, Av;=0.018: one peak for each
0 i 2pi - -1
impa cpt phase p wall (L-left, R-right).
N
600
Fig. 6b. Hit phase distribution for
400 oL R1 hybrid mode k = 1,3, A = 5.04, 6 = 2,
v, = 0, Av, = 0.01: two peaks for each
200 4 wall (L-left, R-right), because the
R2 L2 primary and secondary electrons of
0 N each stream have different starting
0 pif3 pi 4pi/3 2 pi phases.

impact phase

The influence of vy # 0 and Av, # 0 is also very important. Like in the classical
case, fixed vy # 0, the same for all electrons, leads to the displacing and widening
of the ranges of possible ¢ and A. The initial velocity spread also expands
multipactor bands (Fig. 7) and leads to polyphase regime that may consist of
some neighboring modes.
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Fig. 7. Numerical experiments:

expansion of resonant bands 55| hybrid modes 1-3-

corresponding to increase of Av, and ather

6 = 1.2, v, = 0. All hybrid modes 5t LTI

except 1-3 can be clearly . hybrid modes 1-1-

identified only for Av, << 1. At ~~—hybrid mode 1-1-3

. K ::hybnd mode 1-1-1-§

higher values of Ay, their bands 41 " hybrid mode 1-1-1-3

become overlapped. All secondary 25 il

electrons_ were a.ssutlned to.h‘a.ve only classic mode k=1

Maxwellian distribution of initial 5t

velocities with the zero mean and

width Av,, : 251 1o stable modes
2 . L . A
0 0005 001 0015 002 4%

The classical modes of multipactor, their dependence on initial velocity and
secondary emission have been studied in detail using both an analytical approach
and numerical simulations.Infinite number of new multipactor modes has been
found. Their zones fill definite regions in the parameter space between the classi-
cal ones. The results of numerical simulations demonstrate the importance of
initial velocity spread because multipactor becomes very sensitive to the
secondary emission yield over unity. This means a detailed chart of the
multipactor bands can not be given based on a classical theory which assumes
fixed value of initial velocity for all electrons. The analysis requires extensive
numerical simulations.
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BREAKDOWNS AND DESTRUCTIONS OF DIELECTRICS
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In the experiments a pulsed (1-10 us) microwave radiation (frequency of oscillation v was
2, 6 and 7 GHz, power was 0.4-10 MW, microwave electric field was 3—10 kV/cm) ex-
cited microwave discharges developing at the surface of some crystal and amorphous solid-
state dielectrics (lithium fluoride LiF, sodium chloride NaCl, caesium iodide Csl, zirco-
nium dioxide ZrO- crystals, Teflon, polyethylene, glass and other materials) in vacuum.
The dense plasma of the discharges produced the electrodeless electric breakdowns and de-
structions on the surface and in the bulk of the dielectrics.

1. Introduction

The interest to studying electrodeless microwave discharges developing at
the surface of solid-state dielectrics was appeared due to applied researches, ori-
ented to increase the electric strength of the output windows of high-frequency
vacuum devices and waveguides during the propagation of powerful pulsed mi-
crowave radiation along them [1, 2].

The empirically found methods of preventing the electrodeless breakdowns
at the inner surfaces of vacuum systems, as a rule, were limited to reducing the
level of the energy flux density of the incident microwave radiation at these sur-
faces. Special coatings and/or external electric and magnetic fields were applied
also for suppression the microwave discharges at the surface of dielectrics, so in
a number of cases it was possible to prevent the eventual development of the sec-
ondary electron emission microwave discharge to plasma stages of microwave
discharges at the surface of dielectrics.

These procedures fruited some positive results. However, despite of these
successes, the problem of increasing of an electric strength of dielectrics, semi-
conductors and composite metal-dielectric materials in strong microwave fields
becomes more and more important due to the considerable advance in the devel-
opment of powerful nonrelativistic and relativistic superhigh-frequency electron-
ics engineering [3].

The necessity of solution of more common problems of powerful superhigh-
frequency electronics engineering, concerning the generation, transporting and
transformation of microwave radiation, initiated a development of both basic and
applied studies of electrodeless microwave discharges developing at the surface
of solid-state dielectrics in the vacuum. Investigations of nonlinear physical
phenomena occuring in the plasma of the microwave discharges, interacting with

dielectrics, were performed [4—6].
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Of special interest are those physical processes in the near-surface layer of
dielectric crystals which bring about the accumulation and relaxation of high
concentrations of radiation-induced point defects, the arising of luminescence of
induced color centers, the appearance of induced electrical conductivity, the
stimulation of strong absorbtion of microwave power, the occuring of both
contracted discharges and electrodeless breakdowns of crystals in a field of
microwave radiation [7—12]. Due to our studies a classification of different types
of electrodeless pulsed microwave discharges was developed.

In the experiments we study breakdowns and destructions on the surface and
in the bulk of insulating materials strongly interacted with dense plasma of mi-
crowave discharges.

2. Experimental setup and measurement technique

Microwave discharges at the surface and in the bulk of dielectrics were inves-
tigated experimentally with pure crystal and amorphous solid-state dielectrics (lith-
ium fluoride LiF, sodium chloride NaCl, caesium iodide Csl, zirconium dioxide
ZrO, crystals, Teflon, polyethylene, glass and other materials) in vacuum
(107*-1075 Pa). All used dielectrics have small absorption coefficients for micro-
wave radiation at the frequency v = 2-7 GHz, the tangent of the dielectric loss an-
gle was about 1-107-3-10™,

The experiments were carried out in two configurations. In the first configu-
ration some quasi-optical systems were used for focusing microwave radiation
into big vacuum chamber [5, 6]. In the second one some waveguide systems were
used for studying of interaction of electrodeless microwave discharges with di-
electrics in vacuum [7-12].

High-speed photographs of microwave discharges were taken with a help of
an electron-optical image converter (KADR—4) operating in the frame-by-frame
mode (four frames with a frame exposure time of 50 ns, the time interval be-
tween the frames was 50 ns). The electron current from microwave discharges
was measured by a multigrid electrostatic analyzer. X-ray emission with quantum
energies from 3 to 20 keV was measured by scintillation detectors and a pinhole
camera, with using the calibrated metal filters. The plasma density in microwave
discharges was measured by a microwave interferometer, the wavelength of the
probing radiation was 8 mm. The incident and reflected microwaves were re-
corded by directional waveguide couplers and semiconductor detectors. Destruc-
tions produced on the surface and in the bulk of the dielectrics due to electrode-
less electric breakdowns were investigated with the help of a JEOLS scanning
electron microscope and a BIOLAM optical microscope. The experiments were
performed at room temperature.
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3. Classification of different types of electrodeless microwave
discharges developing at the surface of dielectrics

As well known pulsed microwave radiation excites electrodeless microwave
discharges of different types developing at the surface of solid-state dielectrics in
vacuum [5—12]. There are three types of electrodeless microwave discharges
developing at the single surface of the dielectrics in vacuum:

— secondary electron emission microwave discharge (SEEMD),
-~  surface microwave breakdown (SMB) taking a form of a contracted discharge,
—  plasma-flare microwave discharge (PFMD).

The SEEMD transforms to the PFMD passing through the stage of the mi-

crowave breakdown on the surface of the crystals in vacuum:

SEEMD — SMB — PFMD.

The mechanisms of these transformations have a great importance for the
understanding of excitation and evolution of different types of microwave dis-
charges at the surface of dielectrics. We study these mechanisms experimentally.

3.1. Secondary electron emission microwave discharge (SEEMD)

The SEEMD arises when € = ¢’Ey/2ma’ > W; and exists during the break-
down delay time At < 1. Corresponding threshold electric field (Ep)y, is deter-
mined from the condition: (Eo)y, = [2mwW,/e*]'2, where € is the oscillation en-
ergy of electron, E, is the electric field amplitude of microwaves, e and m are the
specific charge and mass of an electron, ® is the angular frequency of micro-
waves, W is the first critical potential for the surface of solids, 7 is the time dura-
tion of the microwave pulse, At is the time duration of SEEMD, (E),, is the
threshold electric field for the onset both of the SEEMD and of the contracted
discharge. Electrons of SEEMD have energies on the order of the oscillation en-
ergy € High pulsed electron current densities reach the value j, < (Ey w)/4n ~
~1 A/cm®. Microwave absorption coefficient (per unit area of the crystal) in the
stage of the SEEMD is low:

N ~ eEy/max ~ 1072,

The high intensity luminescence of short-lived color centers, temporarily in-
duced in the near-surface layer of pure dielectrics by pulsed electrodeless micro-
wave discharges at the stage of SEEMD, were measured at room temperature.
This luminescence was uniform over the surface of dielectrics.

It was found that the characteristic time of the luminescence growth/decay of
LiF crystals, excited by pulsed microwave discharges at room temperature, was
about 1 ps. These luminescence spectra of short-lived F, u F;* color centers were
very close to the photo-luminescence spectra measured for LiF crystals previ-
ously colored by microwave discharges and containing stable F, u F;* centers.
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The density of short-lived F, F, and Fs* color centers can reach the values of
10"-10% cm™ in the thin surface layer (~10™ cm). The density of defects that
are induced by the SEEMD electrons is much larger than the density of defects
that are induced by X-rays, y-rays, and relativistic electron beams [7, 9-12].

3.2. Microwave breakdown on the surface of dielectrics (SMB)

Surface microwave breakdown is initiated by the SEEMD. When the electrons
of the SEEMD bombard the dielectric crystals, high density of electronic excita-
tions (electron-hole pairs, excitons, plasmons) arises in the surface layer. Decay of
the excitations leads to creation of "metastable" color centers with lifetime ~ 1 ps at
room temperature. During the breakdown delay time At an accumulation of these
centers takes place. An increase in the length T or the intensity S of the microwave
pulse results in increase the concentrations of the centers up to 10" cm™ in the thin
near-surface layer of the crystals. Recombination of the centers leads to the forma-
tion of an electron-hole plasma with such high carrier density, that a local electric
field intensification arises near inhomogeneities in the plasma density. Absorption
of microwave energy in these plasma regions produces phonons, so that a local
heating of the crystal lattice stimulates the explosive recombination of short-lived
centers and plasma production again. As a result of these processes the plasma
channels intergrow in a near-surface layer of the crystals and stretch out along the
electric field vector of the wave. The seed electron density in the conduction band
of the crystals required to initiate this process is n, ~ 10" cm™. The concentrations
of "metastable" centers on the order of 10'” cm™ are reached in our experiments, so
that these values are sufficient here [8].

The breakdown delay time At < T obeys the empirical law: (S — Sy,) - AT =
= const, where S, is the threshold intensity for the onset of the SEEMD.
The value of the const is determined by the nature of the crystals: const =
=~ (0.04-0.8) J/cm®, const ~ . The breakdown is accompanied by the absorption
of microwave energy up to 100 % with a time scale &t ~ (0.05-0.1) ps, an in-
tense flash of light, and a burst of electron and ion currents from the contracted
discharge [6, 8].

3.3. Plasma-flare microwave discharge (PFMD)

PFMD is produced as a result of an evolution of the microwave breakdown
on the surface of dielectrics and is accompanied by the formation of dense
plasma with an electron concentration which is much more than the critical one
n, = mw’/4ne’. PEMD is characterized by a strong absorbtion of microwave
power (=20-50 %). The following phenomena take place in PFMD [4, 6]:

—  excitation of strong Langmuir waves in a plasma resonance region (where an

electron plasma concentration n, is the same that the critical one n, = n,),

687



— acseleration of electrons up to maximal energies €, pax = 21t4eEo(L7»)”2 duetoa
self-breaking of strong Langmuir waves (A — the wavelength of microwave
radiation, L — the characteristic length of the plasma in the resonance region),

— acseleration of ions up to maximal energies € = eZ¢ (Z — the charge number
of the ions) due to a positive potential jump @ ~ 2rEo(LA)"” in a plasma
resonance region,

— transformation of microwave power to the power of quasistationary electric
current in the plasma.

4. Destructions on the surface and in the bulk of dielectrics
interacting with microwave discharges

At the stage of SEEMD there is a bombardment of the surface of dielectrics
by electrons with characteristic energies of about 100-1000 eV. A depth of pene-
tration of these electrons in dielectrics is 0.01-0.1 microns. A pulsed interaction
of electrons with the surface of dielectrics during 1-10 microseconds results
in pulsed heating of the surface of dielectrics up to the temperature of ~ 1 K.
Thus, in the near-surface layer of dielectrics a depth of about 1-3 microns char-
acterized by a high temperature gradient of about (3-10°= 1-10* K/cm, which
causes strong thermo-mechanical ten-
sions. In anisotropic Alkali-Halide
LiF, NaCl, KCI crystals, which are
characterized by high factors of tem-
perature expansion (~1-lO'4 K"), a
strong cracking is observed in the
near-surface layer of the crystals
along its cleavage planes (Fig. 1).

At the stage of microwave break-
down of dielectrics (as a result of oc-
currence of the induced electrical
conductivity and strong absorption of
microwave radiation power in con-
tracted plasma channels on the surface
of dielectrics) there are an intensive local interaction of dense plasma with dielec-
trics and formation of destruction tracks on the surface of dielectrics. The charac-
teristic diameter of cross section of single destruction tracks on the surface of
NaCl crystals is ~ 10 um (Fig. 2, 3).

As a result of repeated microwave breakdowns, new types of destructions of
dielectrics are observed: (*) craters on the surface of dielectrics, (**) dendrites —
a system of destruction branches in the bulk of dielectrics. The craters are formed
on the destruction tracks on the surface of dielectrics, and the dendrites sprouts
from the craters deep into the bulk of dielectrics.
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Fig. 1. Micro-cracks on the surface of LiF
crystal.



Fig. 2. Track on the surface of NaCl crystal ~ Fig. 3. Cross section of track in NaCl crystal

The characteristic diameter of craters on the surface of Alkali-Halide LiF,
NaCl, KCI crystals is 150 microns, on the surface of ZrO, crystals — 50 microns,
and on the surface of Teflon — 300 microns. The characteristic diameter of cross
section of dendrites in the bulk of Alkali-Halide LiF, NaCl, KCI crystals is
~ 10-100 microns, and in the bulk of Teflon and polyethylene — 10-200 microns
(Fig. 4-9).

Fig. 4. Crater on the surface of LiF crystal

»

Fig. 6. Dendrite in the bulk of NaCl crystal ~ Fig. 7. Dendrite in the bulk of polyethylene
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Fig. 8. Crater and dendrite in ZrO, crystal Fig. 9. Crater and macro-crack
on the surface of NaCl crystal

At the stage of the plasma-flare microwave discharge there is a dense colli-
sionless plasma with the maximal concentration of electrons near the surface of
dielectrics Ry, ~ 1-10® ecm™, much exceeding the critical electron concentration
in plasma n, = mw?/4ne? = (5-10'° - 6:10'") cm™ for microwave radiation with the
frequency 2—7 GHz. The intensive absorption of microwave radiation power
(20-50%) in a plasma-resonance region causes an excitation of strong Langmuir
waves, which self-breaking results in generation of a flow of fast nonequilibrium
electrons with characteristic energies of 15-20 keV. Due to an ejection of fast
electrons from the plasma a jump of quasistationary positive potential inside
plasma flare is formed. The value of this potential is comparable to characteristic
energy of fast electrons and is 10—15 kV. Electrons with energies less then 10—
15 keV bombard the surface of dielectrics. The depth of penetration of these elec-
trons in the near-surface layer of dielectrics is 1-3 microns. A pulsed interaction
of these fast electrons with dielectrics during 1-10 ps results in pulsed heating of
the near-surface layer of dielectrics up to the temperature of ~ 10>~10° K. Such
high temperature exceeds the temperature of melting for many amorphous dielec-
trics and causes destructions in the near-surface layer of these dielectrics as a
result of processes of melting and evaporation of substance. The average rate of
evaporation of substance from the surface of amorphous dielectrics reaches the
value ~ 1 g/(s-cmz). Thus, there is a strong erosion of the near-surface layer of
amorphous dielectrics as a result of processes of melting and evaporation of sub-
stance of dielectrics at the stage of plasma-flare discharge. Besides, both the high
temperature gradient of about (3:10°-5-10°) K/cm and the high thermo-
mechanical tensions are formed in near-surface layers (with the depth of about
3—-6 microns) of dielectrics. These tensions cause a strong cracking of the near-
surface layer of the dielectric LiF, NaCl, KClI crystals along its cleavage planes.

The increasing of temperature in the bulk of dielectrics up to the value of
100-300 K occurs as a result of repeated pulsed interactions (number of pulses is
~10°-10°, pulse repetition frequency is 1-10 Hz) of plasma-flare microwave dis-
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charges with dielectrics. It results in essential change of mechanical and electrical
properties of dielectrics. In particular, the mechanical fluidity is increased and the
threshold of thermal electrical breakdown of dielectrics is decreased.

It can results in an essential decreasing of the threshold of the thermoelectri-
cal breakdown in the bulk of dielectrics in a field of microwave radiation.

5. Classification of destructions in dielectrics excited
by microwave discharges

Thus, during the studying of an interaction of electrodeless pulsed micro-
wave discharges with dielectrics some types of destructions on the surface and in
the bulk of crystal and amorphous dielectrics were discovered. The analysis of
properties of these destructions allows us to develop the following classification
of different types of destructions.

1. Micro-cracks, created in the near-surface layer of dielectric crystals along
its cleavage planes (at the stages of secondary electron emission microwave dis-
charge, microwave breakdown, plasma-flare microwave discharge).

2. Tracks, created on the surface of both crystal dielectrics and amorphous
dielectrics (at the stage of microwave breakdown).

3. Craters, created on the surface of both crystal dielectrics and amorphous
dielectrics (at the stage of microwave breakdown).

4. Dendrites, created in the bulk of both crystal dielectrics and amorphous
dielectrics (at the stage of microwave breakdown).

5. Macro-cracks, created on the surface and in the bulk of Alkali—Halide di-
electric crystals (at the stage of microwave breakdown).

6. Erosion, created in the near-surface layer of amorphous dielectrics (at the
stage of plasma-flare microwave discharge).

6. Conclusions

It is established, that the destructions on the surface and in the bulk of dielec-
trics are formed at all stages of interaction of electrodeless pulsed microwave
discharges with these dielectrics. It is shown, that the different types of the de-
structions depend strongly on the types of localization of the interaction of mi-
crowave discharge plasma with dielectrics. It is observed, that the strongest local-
ization of the interaction of microwave-discharge plasma with dielectrics arises at
the stage of microwave breakdown, thus there are strongest destructions not only
on the surface, but also in the bulk of dielectrics.
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MICROWAYVE PLASMA-ASSISTED CVD DIAMOND FILM
DEPOSITION IN PULSED AND CW REGIMES

A. L. Vikharev, A. M. Gorbachev, V. A. Koldanov, D. B. Radishev
Institute of Applied Physics, Nizhny Novgorod, Russia

This work is a study of possible advantages of the pulsed regime of microwave plasma-
assisted CVD (MPACVD) reactor operation for diamond film synthesis. It is shown that at
a fixed mean specific microwave power and substrate temperature the deposition rate
increases in the pulsed regime as the pressure increases.

A widely used type of the CVD reactor for deposition of diamond films is
the microwave reactor, in which the gas mixture is activated with a microwave
discharge (microwave plasma-assisted CVD (MPACVD) reactor). Some
experiments demonstrated that there are differences in the process of film
deposition in the pulse-periodic regime of discharge maintenance as compared
with the continuous (CW) regime [1-5]. The results of modeling CVD reactors
numerically also show that the pulsed regime has its interesting features as
compared to the CW regime [6-8]. This work is a study of possible advantages
of the pulsed regime of MPACVD reactor operation for diamond film synthesis.
The results of experiments in reactor based on microwave plasma-assisted CVD
reactor with a structure similar to that described in [9] are presented It is made as
a cylindrical resonator excited at the
TMy;3 mode by means of a coaxial
waveguide at the frequency of 2.45
GHz (Fig. 1).

The rate and quality of film
growth depend on the composition
of the working mixture, its pressure
and the microwave power absorbed
in the reactor. Speci-fically, as the
pressure is increased with the
composition of the working mixture
held constant, the linear growth rate
increases. However, two main Fig. 1. The scheme of the experimental setup:
parameters, pressure and pOWer, | _ cylindrical resonator; 2 - coaxial
determine the volume of the waveguide; 3 - rectangular waveguide; 4 -
discharge region. For example, circulator; 5 — magnetron; 6 - discharge plasma;
when the pressure increases, the 7 - quartz dome; 8 — vacuum chamber; 9 —

dimensions of the discharge region window in the resonator; /0 — monochromator;
become smaller, which results in 11 - photomultiplier; /2 — digital oscilloscope,
the growth of mean specific power 13 - computer; /4 — monochromator controller.
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(power per unit volume) absorbed in the plasma. Additionally, higher power leads
to larger dimensions of the discharge region. Hence, when the dimensions of the
substrate (the area of the deposited surface) are preset, in the continuous regime the
gas pressure and microwave power prove to be interrelated. However, in the pulsed
regime of discharge maintenance the dimensions of the discharge region are
determined not by the mean, but by the peak pulse power, therefore in this regime
there appears the possibility to vary mean power and pressure independently while
maintaining a constant plasma volume.

The substrate temperature is one of the key parameters in determining the
growth rate and depends on the mean specific power absorbed in the plasma. In
our case the substrate is heated by the discharge plasma and is cooled due to
thermal conductivity of the substrate holder.

A noticeable modulation of the density of chemically active particles is
observed in the pulsed regime at relatively low pulse repetition rates [5, 7, 8].
While retaining a mean density of hydrogen atoms, this regime can become more
advantageous for film growth [8]. Basically, the growth rate is essentially
dependent on the density of atomic hydrogen at the substrate surface. According
to results of D. G. Goodwin [10], the growth rate G and relative defect density
(the defect fraction in the film)X,, may be estimated by the following

formulas:

(D

[CH3 ]sur[H]sur and Xd o
3.10%cm™ +[H] 7 P
sur sur

where [H],,  is the atomic hydrogen concentration and [CHj),, the methyl
concentration at the surface. Often the gas-phase reaction,

CH,+H < CH;+H,, is rapid and near partial equilibrium [10], therefore

methyl concentration is coupled chemically to atomic hydrogen. The
dependencies in (1) are square in terms of radical density, therefore modulation
of densities with mean values retained should result in an increase in G and a
decrease in Xy,

To check this effect, we compared the rate of diamond film growth in the
continuous and pulsed regimes of reactor operation at the same mean power.
Diamond films were deposited under the following conditions: mean microwave
power 1500 kW, pulse duration T = 5 ms, pulse repetition rate F = 100 Hz,
diameter of the silicon substrate 40 mm, hydrogen flow 200 sccm.

The substrate temperature 7, was monitored with an optical pyrometer.
Figure 2 shows the pressure dependence of substrate temperature in the pulsed
and CW regimes at the same average power. As it is seen from Fig. 2 T,
increases with pressure growth due to decrease of plasma volume and as result T}
increases due to growth of the mean specific power absorbed in the plasma. In
the pulsed regime the substrate temperature is lower as the dimension of plasma
is lager.
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Fig. 2. Pressure dependence of substrate
temperature in the CW (/) and pulsed (2)
regimes at the same average power 1500 kW.

850

p, Torr

The pressure in the pulsed regime was higher than in the continuous one and
was chosen so as to make the visually observed dimensions of the plasma equal
in both regimes. In that case the mean specific power absorbed in the plasma and
the substrate temperature were also equal (Fig. 2). In both case the plasma fully

covered the substrate and diamond
film was deposited across the whole
surface of substrate. The dependence
of the film growth rate (determined as
ratio of total film weight to deposition
time) on the percentage of methane
content is shown in Fig. 3. It is seen
from the Figure that under equal
pressure conditions (50 Torr) the
pulsed regime has no advantages as
compared with the continuous one; the
pulsed regime is associated with a
large plasma volume and, hence, lower
mean specific power absorbed in the
plasma. When the pressure is increased
up to 70 Torr, the observed plasma
volume in the pulsed regime becomes
equal to that in the case of the CW
regime at 50 Torr. In this case the
pulsed regime leads to a higher film
growth rate without any decrease of
the film quality. In the pulsed regime

G, mg/h
6 ~
//
-k\,._——-lf

4_

2_
0o+———7
0 0.5 1 1.5

[CHJ/[H,], %

Fig. 3. Dependence of the diamond film
growth rate on methane percentage content
in the H,+CH,4 mixture in the pulse (+, ¢)
and continuous (e) regimes of reactor
operation. The pressure of the gas mixture:
eand ¢ - 50 Torr, +-70 Torr; substrate
temperature: + and o — T,= 880°C, ¢ —
T, =850 °C.

the crystalline structure of the films is also more explicit as shown in Fig. 4. Raman
spectra of the films produced in the continuous and the pulsed regimes are

comparable as seen in Fig. 5.
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a b

Fig. 4. Microphotos of the surface of diamond films produced under the pressure of
50 Torr in the continuous (@) and under 70 Torr in the pulsed (b) regimes. Methane
content equals 0.3%.

I a.u.

8 .

7 -

6 - 1

5 —

4 2 Fig. 5. Raman spectra of the films

produced under the pressure of 50 Torr in
3 — T T the continuous (/) and under 70 Torr in the
1200 1300 1400 1500 1600 1700 pulsed (2) regimes. The methane content
Wavenumber, cm™! equals 0.3%.

As seen from Eq. (1), an important role in film formation is played by
hydrogen atoms. In order to measure the relative density of atomic hydrogen [H],
we chose the well-known actinometry method, which is based on comparing
intensities of radiation from atomic hydrogen and the actinometer, i.e. a
chemically inert gas added in small amounts to the working mixture. We chose
the pair of lines, hydrogen H, (wavelength 4340 A) and argon (8115 A), which is
convenient for actinometric measurements under these conditions [11]. Figures 6
and 7 show the ratios of intensities of these lines, which the ratio of hydrogen
atom density to the total density of neutral particles in the discharge is
proportional to. In the pulsed regime a modulation of hydrogen atom density is
observed. Along with that, under the conditions of film deposition the maximum
hydrogen density in the pulsed regime under the pressure of 70 Torr exceeds
noticeably the density in the continuous regime under the pressure of 50 Torr. On
the contrary, in the pulsed regime under the pressure of 50 Torr the density of
hydrogen atoms does not exceed the density in the continuous regime at the same
pressure.
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Fig. 6. Dependence of the ratio of Fig. 7. Dynamics of the ratio of intensities of
intensities of lines H, (4340 A) and Ar lines H, (4340 A) and Ar (8115 A) during
(8115A) on gas pressure in the a pulse under different gas pressures: / — 90,
continuous regime of reactor operation. 2-70,3-50and 4 - 30 Torr.

The absolute density of hydrogen atoms depends on gas density, which is
determined by pressure and temperature. The neutral gas temperature was
measured by the distribution of the emission line intensities of the resolved
rotational structure of the R-branch (0-0) in the G;X,"—B;Z," band of hydrogen
and the unresolved rotational structure 2+ of the nitrogen system (0-0 transition)
added in small quantities for diagnostic' [12]. Both methods yield results close to
each other [12], but the error of the hydrogen measurements is much greater. The
results of temperature measurements are shown in Fig. 8. As seen from the plots
presented, the gas temperature grows only slightly with the increase in pres-
sure; correspondingly, gas density in the reactor grows as the pressure increases.

T,K
2500 2_p-mo-==0

2000

1500 A

1000
Fig. 8. Dependence of gas temperature on J

the pressure in the continuous regime (/) 500 |
and of the maximum gas temperature o 1

M 1 M T T T T 1
achievable in the pulse regime (2) on the 0 2 0 60 2 100

pressure. », Torr

! No films were grown in the presence of nitrogen. To measure temperature by this
method, separate experiments were performed.
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That is why the increase in absolute density of hydrogen atoms in Eq. (1) occurs
faster as the pressure grows, than the observed growth of relative density, which
is proportional to the ratio of line intensities shown in Figs. 6 and 7.

Thus, the modulation of density of chemically active particles that occurs in
the pulsed regime benefits the growth of diamond films even when the mean
value of the density is retained, which agrees with the results of numerical
estimates [8]. It should be noted that the advantages of the pulsed regime
manifest themselves only in the case when the plasma volume does not change
and the mean specific power absorbed in the plasma is retained, i.e. when the
pressure grows with the growth of the peak power.

One can explain it in other words in the following way. As follows from the
results presented, the pressure increase is accompanied with a fast increase of
hydrogen atom density, hence the increase of the pressure in the reactor is
conducive to faster film growth. However, in the continuous regime, as the
pressure grows, the dimensions of the discharge region become smaller, and the
plasma does not cover the whole substrate area. The transition to the pulsed
regime at the cost of greater peak power makes it possible to increase pressure
while retaining plasma dimensions.

Thus, the experiments show that at a constant mean power and a fixed
deposition area the pulsed regime allows using higher pressures of gas mixture.
In this case a strong modulation of atomic hydrogen density [H] may take place,
but the mean value of [H] remains the same. More specifically, experiments
show that at the same specific power the growth rate of diamond film increases in
the pulsed regime. This has implications that diamond deposition can be done in
thermally floating substrate situations at higher pressures and hence with higher
deposition rates in the pulsed regime as compared to CW without changing the
substrate temperature. Examples of diamond deposition requiring a thermally
floating substrate configuration include irregular-shaped, non-flat substrates and
substrates with poor thermal conductivity.
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OPTICAL EMISSION DIAGNOSTICS
OF MICROWAVE PLASMA IN A CVYD REACTOR

R. A. Akhmedzhanov, A. L. Vikharev, A. M. Gorbachev,
V. A. Koldanov, D. B. Radishev

Institute of Applied Physics RAS, Nizhny Novgorod, Russia

This work is a study of different optical emission spectroscopy methods of gas temperature
and atomic hydrogen density measurements in a microwave plasma-assisted CVD reactor
for diamond film synthesis. Comparison of results obtained by different methods is pre-
sented. Optimal line pair for actinometric measurements is suggested.

The method of microwave plasma-assisted chemical vapour deposition
(MPACVD) is widely used for synthesis of diamond films. Optimization of mi-
crowave reactor operation requires measurements of plasma parameters, such as
gas temperature, atomic hydrogen and active radicals concentrations. Measure-
ments in a running reactor require such methods that do not disturb plasma, are
simple enough, and give reliable results. Optical emission spectroscopy has all of
the required features. We tested different methods of gas temperature measure-
ments by optical emission spectroscopy in a CVD-reactor, and measured atomic
hydrogen concentration by the method of actinometry (by comparing the intensity
of atomic hydrogen emission lines to lines of argon, used as an actinometer). The
gas temperature was measured by observing spectral intensity distribution in R-
branches of d’IT,— a3)3+g and G12+g—> B'T*, transitions of hydrogen molecules.
The gas temperature was also measured by adding small amount of nitrogen, and
analyzing the rotational lines of C’I1, of N, and B’X* of CN emission spectra.
Experimental setup for diamond deposition was described in details in the paper
[1] submitted in this book.

Measurements of relative distribution of spectral lines intensities correspond-
ing to transitions from rotational levels of excited molecular hydrogen are often
used to determine the gas temperature in hydrogen plasmas. By measuring the
intensity distribution, the rotational temperature 7,,, of the upper level of hydro-
gen can be determined. At some condition it is possible to evaluate the gas kinetic
temperature from rotational temperature of the upper level. Although there are
many works devoted to determination of the gas temperature from the distribution
of population of rotational levels, the results and evaluation methods are often
contradicting. In [2], along with other methods, Q-branch of d’I1, of molecular
hydrogen was used, and it was supposed that the radiative lifetime of the upper
level.is long enough for the thermal equilibrium to establish. In [3] it was con-
cluded that the thermal relaxation is not fast enough for the thermal equilibrium to
establish, so T,,, differs from T}. In [4] no direct relationship between rotational
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temperature measured on d°I1, state and on that of the ground state was found. In
this paper the G'Z+g state was used for determining the gas temperature, and the
experimental results showed that the thermal relaxation was not complete. In [5]
the experiments were performed in conditions close to typical CVD reactor, and it
was found out that the emission from &°I1, state was too weak, and the GIZ*g
level was completely thermalized. It seems reasonable to assume that the mecha-
nism of formation of the distribution of population of rotational levels in molecu-
lar hydrogen strongly depends on experimental conditions, and for performing
experiments in any specific conditions it is necessary to find a method that suits
best for this particular conditions — gives precise enough results and is not overly
complex.

In this paper we performed time-resolved temperature measurements by ob-
serving the relative spectral intensity distribution in R-branches of d’IT,— a32+g
(0-0) and G12+g—> B'Z*, (0-0) transitions of hydrogen molecules. Unfortunately
the intensity of Q-branch of d’I1,— a’L", transition recommended in [2, 3] was
too weak in our experimental conditions to get reliable results.

In the case of Boltzmann distribution, the intensities of rotational lines are
described by the formula

i:exp[ Ej ],

Sj" kTmt
where I; — line intensity, S; — line strength, E; — upper level energy, T, — the rota-
tional temperature. T,,, is then determined by the slope of plot of I;/S; dependence
on E; (Boltzmann plot). Example of the GIZE+ spectrum and plot of dependence
of I;/S; on E; are shown in Fig. 1. Rotational temperature of the d’Il, state was
determined using RO-RS5 lines. In the case of GlZg+ lines, the temperature was
determined by lines RO, RS, R7, R8 and R10. Lines R1-R4 are not resolved by
our equipment, lines R6 and R9 were excluded because of their possible perturba-
tion from the nearby levels. The plasma was considered optically thin on these
wavelengths [6].

There are different approaches for evaluation of gas temperature T, from ro-
tational temperature T,,, depending on the time needed for V-T and V-R relaxa-
tion and on radiation lifetime of the upper level. If the radiation lifetime is long
enough for the thermal equilibrium to establish, T}, is equal to T,. If the radiation
lifetime is short and the distribution on the upper level "copies" that on the lower
level X'Zg", T, corresponds to T, as the ratio of the rotational constants for these
levels (T,/Ty = Tx/T; = Bx/By, where T, — gas temperature, T, and Tx — rota-
tional temperatures of d’T1, and X 12‘.; respectively, By and B, — rotational con-
stants for &’I1, and X'E,* levels). Our estimations show that the collision rate
V.o in our conditions is at least several times higher than the radiational rate v,
both for 4’1, and G’Zg", so we assume T, to be in equilibrium with T,,.
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Fig. 1. Example of Gl}:.*g—) B'T*, emission spectrum of molecular hydrogen; typical
Boltzmann plot for this band.

The gas temperature was also measured by adding a small amount of nitro-
gen, and analyzing the spectrum of unresolved rotational structure of N, CIT, and
CN B’z*. Small addition of nitrogen, although it changes the chemistry of the
process, does not lead to a noticeable change in gas temperature. Nitrogen was
not added in running CVD reactor during film deposition; it was used for tem-
perature measurements in separate experiments. Temperature determination was
done by fitting the theoretical curve to experimental points.

The results of temperature measurements by emission of N, C*11, (0-0) and
(0-2) bands, CN B’Z* level, R-branches of d°I1,— a’Z*, (0-0) and G'E*,— B'Z",
(0-0) bands of molecular hydrogen
are shown in Fig. 2 for the following
experimental conditions: gas pres-
sure 50 Torr, average power 1500
W, pulse duration 5 ms and duty
cycle 0.5. It is seen that the results
obtained from (0-2) C°Il, band of
nitrogen, B’Z* band of CN and R-
branch of G'Z*, band of molecular

1000 | Somtsierm o S hydrogen are in good coincidence
500 - with each other. Measurements using
the (0-0) band of N, give higher

0 1 T T — temperatures, because of notable
2 3 4 s 6 t;s blending with other emission lines.

The measurements by molecular

Fig. 2. Time dynamics of gas temperature, s )
hydrogen system 4’II, give a con-

measured by emission of C°IT, (0-0) and

(0-2) bands; CN B2Z* level; R-branches
of &’I,~a’x*, (0-0) and G't*,—> B'T",
(0-0) bands of molecular hydrogen.
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stant temperature, independent both
of the time and of the experimental
conditions. Evaluating T, as T,



= T,ra - Bx¥/By gives higher temperature values, but these values still does not
depend on experimental conditions. That means that the R-branch of AT, system
cannot be used for determination of the gas temperature in our case. Since we can
not add nitrogen during actual film deposition, measuring of gas temperature by
emission from the R-branch of GIE"g of molecular hydrogen seems to be optimal
choice for CVD reactor.

It should be noted that the minimal temperature measured in discharge was
about 1000 K. Our previous experiments on other setup showed that the Gl):+g
state does not work well for the gas temperature below about 700-800 K [8].
That means that the Gl):+g band should be used with caution for temperature
measurements in a relatively cold gas.

Another important parameter that plays a significant role in diamond film
deposition is the density of atomic hydrogen. In order to measure the density of
atomic hydrogen [H], we chose the actinometry method, which is based on com-
paring intensities of radiation of atomic hydrogen and the actinometer, a chemi-
cally inert gas added in small amounts to the working mixture. For the results
obtained by this method to be adequate, the following conditions should be met
both for the atoms of hydrogen and the actinometer: (1) the radiating level should
be excited by the electron impact from the ground state; (2) the threshold excita-
tion energies should be possibly close to each other; (3) the levels should be
quenched in a known way.

The question of applicability of different line pairs for actinometry was dis-
cussed in [9]. The first condition, as shown in [7], is usually fulfilled during the
MPACVD reactor operation. Basing on the results of work [7] one can conclude
that the following lines of hydrogen and argon, which are often used, are not quite
good for that purpose: H, (A = 6563 A, energy of the upper level E = 12.09 eV)
and Ar (8115 A, 13.08 eV), as well as Hy and Ar (7504 A, 13.48 eV). Though the
difference between the excitation energies for these pairs is low as compared with
the excitation energy, it is comparable with the average electron energy. This leads
to a steep dependence of the ratio of excitation constants on the value of E/N. How-
ever, argon can be used for actinometry using the pair of lines of H, (4340 A
13.06 eV) and Ar (8115 A, 13.08 eV) which have almost equal energies of the
upper level, and the role of the dissociate excitation for the H, line is minimal.

Investigation of different argon lines dynamic [9] showed that the behaviour
of the Ar (2p;, 7504 A) line is significantly different from other argon lines.
Apparently, this is associated with a considerably lower value of the constant of
the 2p, level quenching; that is why spontaneous radiation plays a noticeable part
in de-excitation of this level [10]. As the result, the mechanism of Ar (7504 A)
level quenching may change when the discharge condition change, and the use of
this line may result in measurement errors. Dynamic of Hy and Ar (8115 A) lines
during microwave pulse is shown in Fig. 3.
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Fig. 3. Intensity of H, and Ar (8115 A) lines during microwave pulse at pressure
70 Torr, peak power 1.5 kW. Line intensities are shown in different scales.

It is interesting to consider the intensity dynamics of the continuum spectrum
of molecular hydrogen I,,, (measured near 4340 A)as compared to the dynamics of

IAr(8115) / Il-lZ(cont)

2 3 4 5 6 7

time, ms

Fig. 4. The ratio of intensity of Ar
(A= 8115 A) line to intensity of conti-
nuum spectrum of molecular hydrogen.

argon and atomic hydrogen lines. The ratio
of I,y to intensity of Ar (A = 8115 A), as
shown in Fig. 4, remains approximately
the same (for a given width of a mono-
chromator slit) during the pulse in a wide
range of experimental conditions (pres-
sure ranges from 30 to 90 Torr, micro-
wave power from 1 to 3 kW). This fact
may be understood if we consider that the
value of E/N (the ratio of the electric
field, E, to the gas density, N) is the same
in various experimental conditions ac-
cording to the results of numerical mod-
eling [9], and that the ratio of the excita-

tion rate for argon and for molecular hydrogen does not change significantly.
Although, this problem requires further studies, we may suggest using the emis-
sion of the continuum spectrum of molecular hydrogen (after "calibration" for a
given optical registration system parameters) as a "substitute actinometer” during
reactor operation. This allows to make measurements for estimation of atomic
hydrogen concentration without adding actual actinometer, which is especially
important during a real deposition process.

This research was supported by the Russian Foundation for Basic Research

under grant 00-02-16413.
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MODELING OF ELECTRONEGATIVE PLASMAS
FOR DESIGN OF MICROWAVE APPLICATORS

D. Korzec, J. Engemann

Forschungszentrum fiir Mikrostrukturtechnik - fmt, University of Wuppertal, Germany

The electrical properties of non-equilibrium electronegative plasma generated in pressure
range of mbar can be modeled by real conductivity for microwave field simulation pro-
grams. The simulation example of a 2.45 GHz microwave plasma source for production of
light guide preform shows the influence of the plasma density, electron temperature and
0/SiCl4 gas mixture on the field patterns.

Introduction

A substantial effort was focused recently on surface wave microwave plasma
sources [1]. Most of this work deals with electropositive plasmas allowing the
fulfillment of the over-dense plasma conditions [2]. But the most interesting from
the point of view of technological applications are the electronegative plasmas.
As examples the surface cleaning in oxygen plasma [3], etching in fluorine
chemistry [4], deposition of silicon dioxide [S] or titanium dioxide [6] in chloride
plasmas can be cited. Techniques for modeling plasma by use of a zone with
complex dielectric constant for application in electromagnetic field simulators [7]
have been developed. They are especially suitable for electropositive plasmas with
high electrical conductivity. But the electronegative plasmas show high resistivity
in the plasma bulk and much higher penetration depth of microwaves due to elec-
tron concentration on orders of magnitude lower, than in electropositive plasmas. In
this work we are showing an approach based on modeling the electronegative
plasma by a zone of finite conductivity for use with modern microwave field calcu-
lation tools [8]. The presented design strategy allowed the development of a novel
microwave plasma source for plasma enhanced chemical vapor deposition
(PECVD) of silicon dioxide films from the O,/SiCl, gas mixture. Using the total
electron collision cross sections for SiCly [9], O, [10] and C,F; [11] the determina-
tion of electrical properties of the plasma is possible. It allows the design optimiza-
tion not only for ignition but also for operation conditions.

Calculation of plasma conductivity

The real and imaginary part of the plasma conductivity can be described by
the couple of well known formulas:

e’N, v, o

Re(0) = e
m, v,”+®
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and
e>N,

e ()

Im(c) = - )

m, v,?+w?
where N, is the electron concentration, ® is the excitation frequency and v, is the
electron collision frequency. For a mixture of n different species the collision
frequency is given as:

i=n o W
v =3 N, cr,-(W),/zr‘f1 FOW)dw, 3)
i=1 e

where the Maxwell — Boltzmann electron energy distribution function (EEDF):

e eW eW
o= 2 [ o

is assumed.

The total electron collision cross sections for relevant gases are known and
presented graphically in Fig. 1. For numerical integration of eq. (3) the tabulated
main values and linearly interpolated values between the main values are used.
The collision frequencies calculated as a function of electron temperature for
different gas mixtures are shown in Fig. 2. The correspondmg real and imaginary
part of the conductivity for electron concentration of 10" m™ and temperature of
1323 K is shown in Fig. 3 and 4 respectively. Accordingly to the ratio of the
eq. (1) and eq. (2), the imaginary part of the conductivity can be neglected if the
collision frequency is much higher than the excitation frequency. This condition
is fulfilled for the considered pressure range and this fulfillment improves with
increasing pressure.

- sicl

1E-19

cross section [m?]
Q)
N
T
[~
-

1E-20 T T T T T
0.1 1 10 100 1000

electron energy [eV]

Fig. 1. The total cross sections for electron collisions with neutral particles
in three main gases used for PECVD based production of light guide pre-
forms.
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Modeling of the plasma source

For the calculation of the three-dimensional electromagnetic field distribu-
tions a commercial software package Microwave Studio of CST GmbH is used.
In Figure 5 and 6 the field distributions in the symmetry plane perpendicular to
the source axis and parallel to the source axis respectively are shown. The con-
sidered simulation example is plasma source based on the well known SLAN
concept described in detail elsewhere [12]. The microwave power is coupled
from a linear waveguide via movable coupling probe into the ring cavity and then
via two slot antennas into the cylindrical cavity as shown in Figure 5. The ge-
ometry of the ring cavity is chosen for establishing a six field maxima. The posi-
tion of the slot antennas in respect to the field pattern in the ring cavity allows the
coupling of electromagnetic waves with equal phase but opposite direction, re-
sulting in a very symmetric field pattern in the cylinder resonator. The field pat-
tern established in the cylinder resonator before plasma ignition at operation fre-
quency of 2.45 GHz corresponds to the eigenfrequency of a cylindrical cavity
given as

2 2
B 1.84 5
lfeigen - \/( anout ] +(21 ) (5)

and has five maxima along the cylindrical resonator. Here r,,, and [ are the radius
and length of the cylindrical resonator respectively.

After plasma ignition the field pattern is changing drastically. Assuming
strongly conductive plasma, a coaxial mode with 7 maxima accordingly to for-
mula

o | (3] ©

can be expected (see Fig. 10). Here r;, is the radius of the plasma column. The
comparison of field patterns from Fig. 6 and Fig. 10 shows, that for both source
conditions before plasma ignition and during plasma operation a clear resonant
mode can be established. The conductivity model of plasma can help to design
the source geometry for fulfillment of such source feature. It is especially attrac-
tive for pulsed operation of the source, which in other case must run with high
mean value of reflected power.

An important output from the MICROWAVE STUDIO is the reflection factor
calculated as a function of an excitation frequency. The electromagnetic waves
are excited at predefined port. In our case the left edge of the waveguide (see
Fig. 5) is defined as an excitation port.
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Type = E-Field (peak)
Monitor = E2450 [1]
Companent = Abs

Plane at z = @ v
Frequency = 2.45

Phase = @ degrees 1.41e+803 V/m

Fig. 5. Cross section of the plasma source perpendicular to the preform
axis with E-field strengths calculated without plasma.

cylinder cavity

Type = E-Field (peak)
Monitor = E2450 (1]
Component = Abs

Plane at x = 8.5

Frequency = 2.45

Phase _ = @ degrees 789 V/m

Fig. 6. Cross section of the plasma source parallel to the preform axis with
E-field strengths calculated without plasma.

In Fig. 7 the influence of the plasma conductivity on the reflection factor
curves is demonstrated. Strong influence of the plasma conductivity on the value
of the eigenfrequency in the vicinity of 2.45 GHz can be observed. This part of
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the curve is related to the cylindrical resonator resonance. Even though the entire
plasma column is modeled as a uniform block with constant conductivity, disre-
garding the diffusion and field determined electron concentration variations, the
influence of the plasma on the eigenfrequency of the resonator and its quality can

be studied.

o
2 5
%]
20 0.03 S/m
25
Fig. 7. Reflection factor vs 30
frequency for three diffe- a5 . frpr—r—

rent plasma conductivities. 2.00 3.00

2.50
frequency [GHz]

In Figs. 8, 9 and 10 the field distributions for plasma conductivity of 0.1 S/m,
1 S/m and 5 S/m respectively are displayed. They demonstrate the gradual transi-
tion from the cylindrical mode with five maxima establishing without or with
very week plasma to the coaxial mode with seven maxima along the plasma col-
umn for high conducting plasma.

Type = E~-Field (peak)

Monitor = E2450 (1)

Component = Abs

Plane at x = =7

Frequency = 2.45

Phase = @ dearees 716 V/m

Fig. 8. Cross section of the plasma source parallel to the preform axis showing the electric
field distribution for 0.1 S/m.
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Type = E-Field (peak)
Monitor = E2450 [11]
Component = Abs

Plane at x = 13

Frequency = 2.45

Phase = @ degrees

861 V/m

Fig. 9. Cross section of the plasma source parallel to the preform axis showing
the electric field distribution for 1 S/m.

Type = E-Field (peak)

Monitor = E2450 [1]

Component = Abs

Plane at x = 16.5

Frequency = 2.45

Phase = @ degrees 985 V/m

‘Fig. 10. Cross section of the plasma source parallel to the preform axis showing
the electric field distribution for 5 S/m.

Conclusions

The electronegative plasma operated at pressure of more than 10 mbar can be
modeled by real part of plasma conductivity. The model accuracy improves with
increasing gas pressure and plasma electronegativity. Such model is useful for
development of novel microwave applicators.
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ELECTRODE MICROWAVE DISCHARGES.
STATE-OF-THE-ART

Yu. A. Lebedev, M. V. Mokeev, A. V. Tatarinov, I. L. Epstein

A. V. Topchiev Institute of Petrochemical Synthesis RAS, Moscow, Russia

Nonequilibrium nonuniform microwave discharges are briefly reviewed which can be gen-
erated at the top of an antenna introduced into a metal chamber at pressures 0.5-
15 Torr in Hy, Ny, air, Ar and mixtures with CHs, Ne. Discharge dimensions were less than
chamber dimensions (chamber diameters were 8 and 14 cm). The structure and parameters
of plasma (electron density and temperature, electric field strength, gas temperature) were
studied by video camera, double probe method, plasma emission with spectral and spatial
resolution, actinometry method. Results of quasi static modelling are briefly analyzed.
General explanation of discharge structure is presented.

Microwave electrode discharges described below, are the discharges pro-
duced in the vicinity of powered electrode when characteristic dimension of
plasma region is much less than dimensions of discharge vessel. This is the fun-
damental difference from conventional discharges where the plasma volume is
controlled by the discharge vessel. This discharge property defines peculiarity
both the electrodynamics of the discharge and plasma parameters and leads to
self-organization of plasma.

During last years a lot of experimental results were obtained [1, 2, 5-10] but
the physical processes occurred in the electrode microwave discharges are still
far from a complete understanding. Some results of plasma chemical applications
of such a discharge for diamond growth and CN,-coatings deposition are pre-
sented in [3, 4].

One of important features of these discharges is the absence of electrode ero-
sion in contrast to the electrode discharges at lower frequencies [2, 3]. This is
related with absence of spraying of the electrode by ions accelerated in the near
electrode sheath.

This paper briefly summarizes the known properties of the discharge and give
some new results of experiments and modelling in the light of design of the picture
of physical processes which can explain the observed discharge phenomena.

Experimental

Detail description of experimental set-up was presented in [1, 2]. Similar
stainless steel cylindrical discharge cameras with diameters of discharge vessels
R,=7cm and R, = 4.2 cm were used for experiments (Fig. 1). Plasmas in both ar-
rangements revealed similar features, thus the properties of the described plasmas
seems to be typical for the electrode microwave discharge systems. Plasma gases
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Fig. 1. Experimental device.

1 — plasma, 2 — discharge chamber,

3 - antenna, 4 — waveguide-to coaxial

converter, 5 — optical window, 6 —
collimator, 7 — optical fiber.

were Ar, Ne, Hy, Ny O, CHy, CoHy, air, and their mixtures at pressures 0.5-
15 Torr. Gas flow systems were used with total gas flow rate less than 1000 sccm.

A tubular and solid stainless steel and copper electrodes of different shapes
(direct cylinder and bent electrodes, trident electrode, spiral electrode) with di-
ameters of 0.5-6 mm have been used as the antennas.

Most of results has been obtained when the discharge was ignited at the end of
cylindrical electrode (antenna). Microwave power (2.45 GHz) was transmitted
from the magnetron generators with output powers of 2.5 kW or 150 W. The
power absorbed in the system was measured by a directional coupler. The power
absorbed in the discharge was obtained by subtracting of power losses in cham-
ber without plasma from the power losses with plasma at the same incident
power.

The set-up was equipped with the system of optical measurements. Dis-
charge visualization was made with video camera (exposition times were ranged
between 1/20 and 1/8000 s). Some results are shown in Fig. 2. Degree of hydro-
gen dissociation was defined by actinometry method [8]. Gas temperature of hy-
drogen plasma was defined in hydrogen plasma through the relative intensities of
rotational lines of the electron excited molecules H2(d2flu). Calculations were
based on intensities of Q and R-branches emission for diagonal (v' = v"=0,1,2)
bands of Fulcher o-system Hz(dzl'lu—>a3):g). Rotational temperature of the ground
state of H, was calculated taking into account the ratio of rotational constants of
the ground and excited states. The temperature had the flat radial distribution and
does not exceed 700 K.

Parameters of electron component of the plasma and distributions of DC
voltage in the plasma were measured with the help of a double electric probe [1,
2,6,7].
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Fig. 2. Discharge in hydrogen (a — 1 Torr), nitrogen (b — 1 Torr), argon (c — 20 Torr)

Modelling

The radial distributions of plasma density and electric field inside coaxial
and spherical system of electrodes in hydrogen has been calculated in quasi-static
approximation [11]. Self-consistent solution of electron balance equation and the
electric field distribution was numerically defined with the plasma absorbed
power as the parameter.

The radial distribution of quasi-static electric field was given in accordance
with chosen geometry of the system and the dielectric constant of plasma.

The processes of the direct ionization, ambipolar diffusion and volume dis-
sociative electron-ion recombination were taken into account for solution of the
electron balance equation with zero boundary conditions. The ionization fre-
quency and the coefficients of diffusion and recombination were functions of the
electric field. All the coefficients were calculated using the Boltzmann equation.
The input parameters for calculations were the gas pressure, absorbed power and
geometry of the system.
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Phenomenology and basic properties

Discharge in molecular gases has nonuniform structure with pronounced ball
shape periphery with sharp boundary and bright thin region surrounding the ex-
citing electrode-antenna. Slight increase of the light intensity in plasma periph-
ery is observed. The discharge in Ar has a thread-like form (Fig. 2).

The less the antenna diameter the less is the ignition and maintenance mi-
crowave field. The discharge could be ignited at incident powers of 2 W with 0.5
mm diameter antenna. Increase in the incident power leads to growth up of the
discharge sheath along the antenna. As microwave power is increased up to cer-
tain threshold level, which is defined by the pressure and electrode diameter, the
discharge runs away along the antenna towards the microwave generator. This
gives natural limit of upper level of the incident power. These regimes were off
our interest.

The plasma ball exhibits properties of medium with the elastic boundary:
when the probes touch the boundary from outside and moves further, the bound-
ary layer was bent inside. At certain moment the plasma covers the probes and
the boundary returns to its initial position. In the reverse motion of the probes the
boundary was bent outside moving together with the probes. Finally the plasma
loses contact with the probes and several oscillations in shape and diameter of the
plasma occur before it comes to the state of equilibrium with an initial diameter
of the ball.

If the plasma gas is introduced through the channel in the electrode, the ball
shape is distorted and plasma flux expands along the axis of the channel for the
distance exceeding the ball dimensions. The length of the plasma flux depends on
the flow rate of the plasma gas.

If plasma balls are generated with several electrodes (e.g. trident system) the
diameters of plasma balls are increased with increase of the incident power but
the balls never overlap and the dark region exists between plasma regions at any
power.

Results of probe measurements showed the flat distribution of plasma den-
sity inside the ball, sharp decrease of it in the boundary layer and exponential
decay of it in the plasma surrounding. It was showed the presence of direct
potential inside the plasma ball which fell to zero level outside the ball.

Experiments showed the plasma density in the ball region less than critical
one. In the electrode sheath the density can be overcritical.

Results of quasi-static modelling give good agreement of profiles of the spe-
cific absorbed power and experimental plasma emission and of calculated and
measured electric field strengths (Fig. 3). Observed sharp plasma boundary was
never calculated in diffusion controlled plasma. Additional physical phenomena
should be taken into account which leads to plasma self-organization. Experi-
mental results can be explained by existence of double plasma sheath at the ball
boundary.
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Fig. 3. Comparison of calculated and experimental depencies of electric field strength (E)
and calculated specific absorbed power (W) and experimental light intensity (I).

Conclusions

Summarizing all experimental and theoretical results, the structure of the
discharge in molecular gases can be interpreted as follows.

The narrow plasma layer with high electric field gradient is generated close to
the surface of an antenna. This part of discharge is self-sustained discharge and is
characterized by high specific absorbed power, high electron (overcritical) den-
sity, and high intensity of plasma emission. This region is surrounded by ball-
shape non-self-sustained region where the electron density can be less than criti-
cal one. All experimental data lead to the conclusion that sharp outer boundary of
the discharge is caused by presence of the double electric sheath. The luminous
discharge region is surrounded by dark afterglow where the electron density is

ten time less as that in active discharge.
This study was partly supported by RFBR (grant 02-02-16021).
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DETAILED INVESTIGATIONS
IN MICROWAVE SINTERING OF CERAMICS
BY MEANS OF A DILATOMETER

G. Link, M. Thumm'

Forschungszentrum Karlsruhe GmbH, Institut fuer Hochleistungsimpuls- und
Mikrowellentechnik, Germany
lalso University of Karlsruhe, IHE, Germany

Introduction

Dilatometry is a widely used technique in materials science and development,
to measure thermal expansion coefficients, phase transformations or the linear
shrinkage as a function of process temperature. The basic information such a
dilatometer gives is the variation in sample length during heating or cooling
through a programmed cycle. This information can be very effectively used to
optimize the process parameters of a sintering process.

Although the accuracy of inductive displacement transducers used in such
instruments is extremely high, one of the major obstacles for taking full advan-
tage of this accuracy is the fact that one has to make sure that the sample is in
thermal equilibrium with its environment. This gives strong restrictions to the
programmed heating cycles with respect to the heating rates. With conventional
heating, that means infrared heating, we can observe a sample surface with tem-
peratures higher than in the volume. This results in heat flow from the sample
surface into the volume until the sample is in thermal equilibrium. But this takes
some time, depending on thermal conductivity, which for ceramic powder com-
pacts is rather low. With pure microwave heating the problem appears the other
way round. If the samples show low dielectric losses, resulting in volumetric
heating, then there is permanent heat flow from the inside out where heat is lost
from the sample surface by radiation and convection. But in contrast to conven-
tional heating existing temperature gradients cannot be avoided by slow heating.
Here a real thermal equilibrium can never be achieved.

There are different ways to overcome this problem. One is using a micro-
wave transparent box of ceramic fiber boards for thermal insulation of the dila-
tometer sample holder, as it has been performed up to now [1]. Another solution
is the combination of conventional and microwave heating technique, so called
hybrid heating. This allows to control temperature gradients during the sintering
process. At the same time it is a versatile tool to investigate the influence of dif-
ferent heating methods on the sintering process of ceramic compacts in a single
system. So systematic errors due to different temperature measurement set-ups
can be excluded. The compact 30 GHz, 15 kW gyrotron installation of the For-
schungszentrum Karlsruhe, Germany has been equipped with such a dilatometer
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system (see Figure 1) for detailed investigations in sintering of various functional
and structural ceramics by means of millimeter wave (mm-wave) radiation.

thermocouple

MoS, heating element

thermal insulation "

Fig. 1. Dilatometer system in the mm-wave applicator employing a combination
of conventional and mm-wave heating.

Experimental results

Large efforts have been undertaken to study the intrinsic behavior of the dila-
tometer under various heating conditions for calibration purposes. This behavior
is determined by the temperature evolution in the sensor head. If residual tem-
perature gradients are present, the sensor rod may show a thermal expansion
different to the sample holder. But this will result in a rather small intrinsic dila-
tometer signal superimposed to the large signal coming from the ceramic sample
under test due to shrinkage during sintering. It was found that with pure mm-
wave heating temperature profiles strongly depend on the heating rates and the
dielectric loss behavior of sample itself, so that a calibration of the dilatometer
system is unsatisfactory [1]. However with hybrid heating, where temperature
profiles can be actively controlled, a proper calibration is feasible.

The sintering behavior of different types of functional and structural ceram-
ics has been investigated in the prescribed dilatometer setup. Figures 2, a and 3, a
show the relative linear shrinkage as a function of temperature with different
heating rates for ceramic powder compacts made from nanocrystalline, yttria
stabilized zirconia (YSZ) delivered from HITK, Germany and an ultra-fine alu-
mina TM-DAR from Taimei Chemicals, Japan.

In case of zirconia samples (Fig. 2, a) the dilatometer curves indicate that
sintering with mm-waves (MWS) starts at lower temperatures if heating rates are

720



increased. This might be interpreted as an increased non-thermal microwave
effected, which has been reported from many authors for different ceramic mate-
rials [2]. If such an effect exists, caused form the interaction of the electromag-
netic fields with the dielectric material, than one could expect, that with increased
heating rates, which result from an increased field strength, sintering is even
more enhanced and therefore starting at lower temperatures. Another indication
for such an effect might be the fact that with conventional sintering (CS) shrink-
age of the sample starts at a temperature more than 100 °C higher compared to
mm-wave heating at an identical heating rate of 5 °C/min.

5 °C/min MWS °C/mi
Oy e - 10 °Clmin MWS e, 5 *C/min
A > 4 . 10 °C/min
N .. 20 °C/min MWS 804 e ~ 20 *Cimin
N 5° C/min CS kY
N\
W \
;: 5 \_\ 60 » heating
g i o ’
£ A € 40
£ -104 N 3 .
3 N L i
= NS N .
5 AN o204 4

04

-20 t——— t T T + 20 - z
700 800 900 1000 1100 1200 1300 1400 0 200 400 600 800 1000 1200 1400

temperature in °C temperature in °C
a b

Fig. 2. Linear shrinkage (a) and temperature gradients (b) during mm-wave (MWS) and
conventional sintering (CS) of nanocrystalline yttria stabilised zirconia.

But if we look at the results of identical experiments with low loss alumina
samples, the effect is opposite (Fig. 3, a). With increased heating rates during
mm-wave heating the onset of sintering, that means shrinkage is shifted to higher
temperature values. This effect is similar but more pronounced with conventional
heating. In the case of conventional heating such effects are explained by tem-
perature gradients within the sample and by reduced annealing time at equal
temperatures if heating rates are increased. If we are looking at temperature gra-
dients within the sample holder during heating, that means at the temperature
difference from the sample surface T;, to the outer surface of the sample holder
T,., we can see that temperature gradients in the sample holder are changing sign
if we compare different materials (see Fig. 2, b and 3, b). Further more this gradi-
ents increase with increasing heating rates. Assuming that there are similar tem-
perature gradients within the sample as well, these should be taken into account if
one compares the temperatures measured with different heating methods. Unfor-
tunately temperatures within the sample volume are not accessible.
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Fig. 3. Linear shrinkage (a) and temperature gradients (b) during mm-wave (MWS) and
conventional sintering (CS) of submicron high purity alumina.

This clearly demonstrates that process parameters such as temperatures can
hardly be used as the only argument for any microwave effects. Therefore further
investigations have to be taken into account. For example investigations of grain
size evolution as a functions of sintered density since this correlation is tempera-
ture independent. The results shown in Fig. 4 for both materials reveal a clear
difference in densification kinetics for the nanocrystalline YSZ if we compare
mm-wave and conventional heating but no remarkable difference for the alumina
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Fig. 4. Grain size as a function of relative sintered density for nanocrystalline YSZ

(right) and TM-DAR (left).
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The combination of mm-wave heating and conventional resistant heating, so
called hybrid sintering (HS) is the only way to solve the problem of temperature
gradients within bulk materials. But this solution is restricted to materials with
dielectric losses sufficiently high, that means higher than losses of surrounding
materials such as the dilatometer sample holder and the material for thermal
insulation, respectively. Otherwise mm-wave power is predominantly absorbed
in surrounding materials, which are acting than as an additional radiation source
for infrared heating.

Investigations of hybrid heating with a submicron YSZ from Toso, Japan in
comparison with conventional heating are shown in Fig. 5. The graphs show the
linear shrinkage with different heating rates (5, 20 and 40 °C/min) as well as the
temperature gradients from the sample surface Tyump to the inner wall of the
thermal insulation box T,,; heated with MoS, heating elements. Conventional
heating results in a shift of the onset of linear shrinkage to higher temperatures as
well as in growing temperature gradients if the heating rate is increased as it has
been observed with high purity alumina (Fig. 3, a@). With hybrid heating where
temperature gradients can be controlled to almost zero for all heating rates, the
shift of the dilatometer curves is neglectable.
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Fig. 5. Linear shrinkage (left) and temperature gradients (right) during hybrid (HS) and
conventional sintering (CS) of Toso YSZ.

This dilatometer system can be used with changing heating conditions as
well. That means one could start the sintering process with hybrid heating and
than changing to conventional heating by switching of mm-wave power, as it has
been reported by Wroe and Rowley with a comparable system at 2.45 GHz [3].
Equivalent experiments have been performed with nanocrystalline zirconia sam-
ples as shown in Fig. 6. If the shift of the dilatometer curves to lower temperature
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Fig. 6. Linear shrinkage of nanocrystalline YSZ under various heating
conditions.

values with mm-wave power on would indicate an enhanced densification one
would not expect the curves of linear shrinkage (dashed lines) going back to the
conventional grey line as we found. The slope of the dilatometer curves after
switching of mm-wave power is much smaller than the slope with conventional
heating at the same temperature or density. But if the shrinkage rate is tempera-
ture driven or is a function of density, it would be expected to be similar. This is
probably another clear indication for temperature gradients been responsible for
such a behaviour which obviously changes if heating conditions are changing.
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TIME-RESOLVED IMAGING OF MILLIMETER-WAVES
USING THE RECOMBINATION CONTINUUM OF CESIUM
EMITTED BY A SLAB OF THE Cs-Xe DC DISCHARGE

. E. Abubakirov, M. S. Gitlin, A. O. Perminov, and V. V. Zelenogorsky

Institute of Applied Physics, Russian Academy of Sciences, Nizhny Novgorod, Russia

A novel sensitive technique for time-resolved imaging of microwave patterns using the
blue recombination continuum of cesium emitted by a slab of the positive column of the
Cs-Xe DC discharge was developed. The millimeter-wave beams at frequency 35 GHz
were imaged with temporal resolution of 0.1 ms and energy flux sensitivity of 10~ J/cm®,

For development of microwave sources and transmission lines, microwave
nondestructive imaging in opaque material, as well as other scientific, industrial,
and medical applications require convenient real-time techniques for recording
spatial distribution of microwave intensity [1, 2]. Methods widely used now for
microwave imaging are based on the thermal microwave action on various mate-
rials, such as liquid crystal films, paper screens, etc. Recording of the thermo-
graphic pattern enables to image the microwave patterns. The main disadvantages
of the thermal methods of microwave imaging are slow response and low sensi-
tivity. Because of these reasons the thermal methods of microwave imaging can-
not be used to record the radiation patterns of low and moderate-power or short-
pulse microwave generators (such as magnetrons, gyroklystrons, and relativistic
microwave sources). Discharges produced by microwave beams in free space [3]
or in gas-filled tubes (luminescent lamps, neon bulbs, etc.) [4] are used to image
microwaves too. However, this technique makes it possible to obtain only a
qualitative image of high-power microwaves.

In this paper we discuss a novel sensitive technique for time-resolved mi-
crowave beam imaging using the blue recombination continuum of cesium emit-
ted by a slab of the positive column (PC) of a Cs-Xe DC discharge. The blue
recombination continuum of cesium (optical wavelength shorter than 500 nm)
originates from radiative recombination of electrons and cesium atomic ions into
the 6P state of cesium [5, 6, 7].

The experimental setup for studying microwave beam imaging by use of the
recombination continuum of cesium [8] is schematically shown in Fig. 1. The
slab of PC of a Cs-Xe discharge was produced in a sealed discharge tube (DT).
A rectangular parallelepiped placed in the middle of the discharge tube was made
of plane-parallel quartz plates. Two square plane-parallel polished quartz win-
dows (1) with their apertures 10 x 8 cm? were set at the distance of 2 cm between
their internal surfaces. These windows allowed injecting the microwave
beam into the tube with small reflection and without distortions. Two plane an-
odes (2) and two heated cathodes (3) were placed in glass cylinders (4 and 5) 10 cm
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Fig. 1

in diameter, which were glued to the quartz cell. The distance between the anodes
and the cathodes was 30 cm. Each pair of electrodes was connected to a separate
current source. The discharge tube was filled with 45 Torr xenon. The discharge
tube had sidearms, in which drops of cesium metal were placed. To obtain the
required density of cesium vapor, the discharge tube was heated in an oven to the
temperature of 80-110 °C. The oven had two plane-parallel polished quartz disk
windows 20 c¢m in diameter. The temperature of the discharge tube wall was con-
trolled by means of thermocouples. The longitudinal electric field in the positive
column of the discharge was determined by the difference of potentials between
two cylindrical probes (6). The electron temperature in the PC of the Cs-Xe dis-
charge was deduced from the emission spectrum of the blue recombination con-
tinuum of cesium [5, 7, 9]. The discharge was imaged by a CV-450 monochrome
CCD cameras (7) with a SE1212 lens. For imaging of the blue recombination
continuum, a set of optical interference filters (8) was placed before the CCD
camera lens. This filter set transmitted about (40£10)% of light in the region of
400-500 nm and less than 0.1%, beyond that range. It transmitted also less than
0.1% of light in the range of 450-460 nm, where the lines of the second reso-
nance doublet of cesium (7P — 6S) occur. The signal from the CCD camera was
captured with a frame-grabber installed in a computer. A photomultiplier with the
optical filters set also was used to record continuum intensity with microsecond
temporal resolution. Millimeter waves were generated by a 35 GHz magnetron
(9) with its maximum power of 20 W in the long-pulse mode (pulse duration is
0.1 s). The millimeter waves were fed to the pyramidal horn antenna (10), which
was 50 cm long and had aperture dimensions of 8 x 6 cm. Plane-convex spherical
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lenses (11 and 12) 20 cm in diameter and focal length 60 cm focused millimeter-
waves to the center of the plasma slab.

Investigations of the microwave action on the positive column of the Cs—Xe
discharge plasma were performed at the current of 1.5 A and a DT temperature of
368 K. Under these conditions, the positive column of the Cs—Xe discharge
represents a flat homogeneous plasma layer occupying the whole aperture of the
tube [8, 9]. In the absence of the microwave radiation, longitudinal electric field
strength in PC E, is 0.9 V/cm, electron temperature Ty is 0.4 eV, and electron
density N is equal to 4-10" cm®. We used the photomultiplier tube with the op-
tical of interference filter set to measure the dependence intensity of the blue re-
combination continuum on the intensity of the microwaves. Figure 2 shows the
plots of the relative variation of the continuum intensity Al as a function of the
incident microwave intensity W.
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Fig. 2

It follows from this plot that the intensity of the blue recombination contin-
uum is directly proportional to the intensity of the microwaves. When the inten-
sity of the incident quasi CW microwaves was greater than 5 W/cm?, a break-
down of the plasma slab occurred.

The spatial distribution of the blue recombination continuum intensity I(x, y),
where x and y are the longitudinal and transverse coordinates relative to the dis-
charge current direction, was obtained by the CCD camera. The frames taken
before the microwave pulse were used to determine the background emission of
the recombination continuum Iy(x, y). In order to find the spatial distribution of
variation of the recombination continuum intensity Al(x, y) by the action of mi-
crowaves, background emission was subtracted from the image taken during the
microwave pulse. In order to verify the proposed imaging technique, we have
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compared the spatial distribution of the microwave intensity W(x, y) in the focal
plane of lenses, measured with a movable calibrated microwave diode, to the
pattern of variations of the continuum intensity Al(x, y) measured using the CCD
camera. The relative intensity W/W(0, 0) of the microwaves (thick solid curve)
and the relative variation of the continuum intensity Al/AI(0, 0) (thin solid curve)
measured along the coordinates x and y are presented in Figs. 3 (@ and b), respec-
tively. This profile was measured at the microwave intensity at the beam center
W(0,0) = 3 W/cm?, for which the relative variation of the continuum intensity
was AI(0,0)/I, = 1. Exposure time was 0.2 ms.
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Figure 3 shows that the patterns measured by the two techniques coincide
within the experimental error.

We also performed experiments on imaging of the microwave radiation pat-
tern in the region where two Gaussian beams cross. In this experiment two linear
polarized microwave beams were directed onto the plasma slab at an angle to
each other by means of two mirrors. The full width at half maximum of the
beams was about 5 cm, and their power ratio was 4:1. Figure 4 shows the plot
of the relative variation of the continuum intensity as a function of coordinate x
for y = 0, measured when the angle between the crossing microwave beams was

20°. Exposure time was 2 ms.

Al(x, y = 0), arb. un.

0 ; . . . : ; . Fig. 4
. 4

The characteristic time of variation of the continuum intensity upon fast
switch-on of the microwave source was measured with the photomultiplier. Con-
tinuum response time was equal to four microseconds. Thus, the temporal resolu-
tion of the proposed method can be of the order of microseconds, while the en-
ergy flux sensitivity can be as low as 107 J/cm? In our experiments, the temporal
resolution was limited by sensitivity of the CV-450 CCD camera. At a fully
opened lens diaphragm and maximum camera gain, the minimum exposure time
that allowed the continuum emission to be recorded for one microwave pulse was
0.1 ms, while the energy flux sensitivity was about 107 J/cm?®.
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INTERACTION OF A SUPERSONIC AIRFLOW
WITH THE COMBINED MICROWAVE DISCHARGE,
CREATED ON THE EXTERNAL SURFACE
OF A WEDGE DIELECTRIC BODY

V. M. Shibkov, V. A. Chernikov, V. G. Gromov,
O. B. Larin, V. A. Levin, L. V. Shibkova

Department of Physics, Moscow State University, 119899, Moscow, Russia

The interaction of supersonic airflow with the surface microwave discharge was examined.
It was experimentally shown, that the inclination angle of a shock wave, arising on a
leading edge of the antenna, increases at presence of a microwave discharge, accordingly,
the airflow Mach number decreases. The numerical modeling of process of streamlining of
different geometry bodies by supersonic airflow was fulfilled at various values of energy
introduced into boundary layer. It was theoretically shown that the surface microwave
discharge influences on the characteristics of a supersonic flow.

This paper deals with a surface microwave discharge outside a dielectric
body in a low pressure chamber.

The surface microwave discharge on external surface of dielectric body was
earlier created by us [1-7]. It was shown that the surface discharge represents
uniformly luminous plasma coating all surface of a dielectric body and
supersonic airflow does not destroy the surface discharge. Number of the results
was obtained at investigation of the main properties of the surface microwave
discharge. They confirmed to a feasibility of surface microwave discharges in
aerodynamics, namely, for change of the characteristics of supersonic flow near a
surface of flying vehicles and by that improvements of their aerodynamic
properties. Thus it is possible to improve a manoeuvrability of a flying vehicle, to
radically lower the model resistance at its flight in atmosphere at the expense of
destruction of a head shock wave and reduction of turbulent friction force.

When a microwave power or pulse duration increase more than the values
are necessary for creation of plasma on all surface of a wedge dielectric body, the
new type of a microwave discharge, namely, combined microwave discharge was
created by us. The discharge represents a combination of a surface discharge cre-
ated in the area of a boundary layer on an external surface of a dielectric body,
and a volumetric microwave discharge which is generated on a leading edge of a
dielectric wedge body.

It is known, that an input of energy in area of a boundary layer or the local
heating of a plate surface in the field of a turbulent boundary layer result in
noticeable reduction of a local coefficient of turbulent friction at the expense of
decreasing of a transverse gradient of longitudinal flow velocity and increase of a
displacement thickness. In case of a surface microwave discharge the microwave
field is localized in thin near-surface layer, that promotes the effective
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contribution of energy to plasma and fast gas heating, that should result in change
of supersonic flow near a body surface.

For check-up of the supposition that the surface microwave discharge in our
conditions can render the noticeable influence on streamlining of model by
supersonic airflow, the interaction of supersonic airflow with the microwave
discharge, created on a external surface (in a boundary layer) of the wedge
dielectric body, was examined. For this purpose the pulsed shadow graphics
installation was produced. This set-up permits to record the shadow photos with a
time resolution.

In experiments the antenna length was changed from 5 cm up to 20 cm. The
direction of supersonic flow was opposite to the direction of the surface
microwave discharge spreading. The surface microwave discharge represents a
thin plasma layer covering, or partly, or all surface of a dielectric body,
depending on an energy input and pulse duration.

It was shown, that the surface microwave discharge influences on the change
of a head shock wave and both attenuation and disappearance of the jumps into
area of a separated flow, and also degradation of the jumps in the field of turning-
point of supersonic airflow.

It was experimentally shown, that in process of discharge evolution the
boundary layer thickness starts to increase. It should result to decrease of a
turbulent friction coefficient. The time evolution of the inclination angle of a
head shock wave arising on a wedge dielectric body in supersonic airflow is
submitted in Fig. 1. One can see, that in process of the surface discharge
evolution the inclination angle of the head shock wave is increased. To the end of
a microwave pulse T =70 us, when the plasma layer covers the whole antenna,
the variation & of the inclination angle reaches ~20%, that corresponds to
reduction of flow Mach number in this area of the antenna. Thus, if the
microwave pulse should was the greater duration, the effect would prolong to be
increased, as transition to a saturation does not take place in Fig. 1. After switch
off of a microwave energy, the effect exists ~100 ps continuously decreases in
process of the heated gas drift by supersonic airflow.
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5k Fig. 1. The surface microwave discharge
influence on the inclination angle of a head

0k shock wave, arising on a leading edge of the
wedge antenna at T=70ps, p =40 Torr,

5k M=2, and microwave power W/W,,=2.
W,, is microwave power necessary for
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t, Us on all surface of the wedge dielectric body.
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Numerical model for studies of unsteady near wall discharge in supersonic
flow have been developed too. The model bases on the Favre averaged Navier-
Stokes equations for thermally equilibrium, chemically frozen air. For the
description of turbulent transfer the algebraic Baldwin-Lomax model and two-
parameter differential k-omega model are used. The pulse discharge influence on
the gas flow is simulated by non-stationary near wall heat source with specified
space and time distribution of intensity. The numerical modeling of process of
streamlining of cylindrically blunted flat plate of finite thickness with length of
15 cm, width of 2 cm, and thickness of 0.2 mm by supersonic airflow is carried
out at various values of energy introduced into boundary layer. In Fig. 2 and
Fig. 3 the total power equals 2000 W.

16007 0004
Tw K J 100/ Ct Turbulent flow
1200 0003 =1
800 0002 =
4001 =
Time =0ps 0001
Laminar Jlow
0 T T T 1
0 4 8 12 16 0 T T T 1
Xem [ 4 8 12 16
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Fig. 2. The near wall heat deposition Fig. 3. The near wall heat deposition

effect on the wall temperature distri-
bution. M=2; T, =166,7K; L=15cm;
xp,=5cm; y,=1mm; z=2cm; T =
=100 ps; Py = 2000 W.

effect on the skin-friction coefficient
distribution. M = 2; T, = 166,7K; L =
=15cm; x, = Scm; y, = 1 mm;
z=2cm; T= 100 pus; Pyy= 2000 W.

One can see that effect of heat deposition leads to significant decreasing of
the local turbulent friction coefficient. Moreover the effect exists during long
time after the heat deposition to gas is switched off. During some hundreds
microseconds the flow parameters slowly return in initial state. It indicates
prospects of pulsed-periodical discharge usage.

The influence of heat deposition to gas in area of the turbulent supersonic
boundary layer have been also calculated in the presence of a rectangular thermal
source in the turbulent boundary layer. The system of averaged equations of tur-
bulent motion of a perfect gas in the absence of external mass forces has been
used: Body geometry — flat plate with length of 15 cm; boundary conditions —
heat-insulated surface. The same results was received also for the case when the
heat deposition to the gas takes place only on part of plate. Portion of gas heating
has 5 cm in length and calculations was also executed for a segment of a bound-
ary layer of length 5 cm downstream from a heated portion.
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In Fig. 4 the gas temperature longitudinal profile are given. In Fig.5 the
influence of heat deposition to gas in turbulent supersonic boundary layer on
displacement thickness of turbulent boundary layer is represented. One can see
that when heat deposition is increased the displacement thickness of turbulent
boundary layer growths. It has to lead to decreasing of turbulent friction.
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[ Tu(x)/T,
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Fig.4. Gas temperature longitudinal Fig. 5. Displacement thickness of

profile. M =2; T, =166,7 K; x; = 10 cm;
x=15cm; x=20cm; y,=0,5 mm;
A: 1-0; 2-1; 3-2; 4-4; 5-8.

boundary layer. M = 2; T, = 166,7 K;
x; = 10cm, x;=15cm, x3 = 20 cm,
y, = 0,5 mm; ¥ = 0.0917 mm; A: 1-0;

2-1; 3-2; 4-4; 5-8.

Fig. 6 testifies this supposition. An input of energy in area of a turbulent
boundary layer results in noticeable reduction of a local coefficient of turbulent
friction at the expense of decreasing of a transverse gradient of longitudinal flow
velocity and increasing of a displacement thickness. The reduction of coefficient
of turbulent friction is spread to considerable distance downstream from a heated
portion. Due to "long memory effect” of a turbulent boundary layer the consider-
able friction reduction is reached at local heat input in comparison with the uni-
form heating of all streamline surface. At presence of several following one after
another the heating portion this "long memory effect" intensifies and more essen-
tial diminution of value of the turbulent friction can be obtained.

00030 1 )
0.0025

00020
Fig. 6. Local friction coefficient. M = 2;

x1= 10 cm, x, = 15 cm, x3 = 20cm,
y2 = 0,5 mm; A: 1-0; 2-1; 3-2; 4-4; 5-8.
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At identical total energy consumption the reduction of an integrated friction
coefficient more than in case of an uniformly distributed on all surface energy
supplied to gas in a boundary layer. It testifies the results submitted in Fig. 7 and
Fig. 8, where the comparison of thermal source effectiveness for the friction
force decreasing for two cases considered by us were represented. In second case
the effectiveness is higher then in first case.
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Fig. 7. Effectiveness of thermal source for decreasing the friction force.
M=2;x =10 cm; x, = 15 cm; y, = 0,5 mm; A: 1-1; 2-2; 3-4; 4-8.
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Fig. 8. Effectiveness of thermal source for decreasing the friction force.
M=2; x, =10cm; x, = 15cm; x3 = 20 cm; y, = 0,5 mm; A: 1-1; 2-2;
3-4; 4-8.
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SURFACE MICROWAVE DISCHARGE
IN A SUPERSONIC AIRFLOW

V. M. Shibkov, V. A. Chernikov, A. P. Ershov,
L. V. Shibkova, 1. B. Timofeev

Department of Physics, Moscow State University, 119899, Moscow, Russia

The optimal way of creation of non-equilibrium plasma in supersonic airflow, namely, the
surface microwave discharge on external surface of dielectrical body being flown of super-
sonic stream of air was proposed and investigated. The experimental approbation of a new
method of creation of stable surface microwave discharge in boundary layer near a body
streamlined of supersonic airflow was fulfilled. The breakdown characteristics, electric
field strength, dynamics, space-temporary evolution of gas and vibrational temperatures in
plasma of surface microwave discharge in air were measured. The degree of influence of
supersonic airflow on common view and on gas heating in surface microwave discharge
was considered.

Introduction

Recently a new direction of aerodynamics — so-called plasma supersonic
aerodynamics was arisen. In this case it was supposed to use the various type of
the gas discharges with the purpose of influence on the characteristics of gas flow
near a surface of the flying bodies. The first laboratory experiments have shown
an opportunity of a drag reduction at creation of the discharges of direct and al-
ternative currents before a body streamlined supersonic airflow. However, the
electrode discharges in flow are unstable and spatially non-uniform. Such dis-
charges result in strong erosion of the electrodes and model surface and reliably
are not reproduced in various realizations.

There was a task of search of optimum ways of creation of non-equilibrium
plasma in supersonic flow. One of such ways offered in our laboratory is the new
version of a surface microwave discharge, namely, a microwave discharge on an
external surface of the dielectric bodies streamlined supersonic airflow [1-7].

It is known that at creation of the microwave discharges inside dielectrical
tube filled by gas at a low pressure, the electromagnetic energy delivered to sys-
tem is transformed to a surface wave. Thus, there is a self-sustaining system,
when a plasma medium created by the surface wave is necessary for a surface
wave existence, i.e. the presence of plasma is a necessary condition for distribu-
tion of a surface wave. The surface wave is travelled in space so long as its en-
ergy is sufficient for creation of plasma with an electron density no less then a
critical value. In this case we have the plasma — dielectric — free space system,
i. e. plasma, created by a surface wave, exists inside discharge tube, filled the gas
with the lowered pressure. Plasma is limited to walls of dielectrical tube, which
separate plasma from a free space.
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This paper deals with a surface microwave discharge outside a dielectric
body in a low pressure chamber. In this case plasma supported by a surface mi-
crowave is formed on an external surface of a dielectric.

Experimental set-up

The experimental set up consists of a vacuum chamber, magnetron generator,
system for input of a microwave energy in a vacuum chamber, system for crea-
tion of supersonic airflow and diagnostic system. The magnetron generator had
the following characteristics: a wavelength A = 2,4 cm; a pulsed microwave
power W < 300 kW; a pulse duration T = 1-100 us; a pulse period-to-pulse dura-
tion ratio Q = 1000. The direction of a supersonic flow with Mach number M =2
was opposite to the direction of a surface microwave discharge spreading.

Experimental results

It was shown that the surface discharge represents uniformly luminous
plasma coating all surface of a dielectric body and the supersonic flow of air at a
Mach number M = 2 does not influence on common view of a surface discharge
on a dielectric antenna of rectangular section and on values of a microwave
power which are necessary for its creation. Fig. 1 represents the dependence on
an air pressure of minimal microwave power which is necessary for a breakdown
and beginning of a surface discharge formation on a dielectric body. One can see
that the power of the used generator is sufficient for creation of the surface mi-
crowave discharge in a range of air pressures p = 107+10° Torr. The minimum
power, which is necessary for formation of a surface discharge, at first decreases
at increasing of air pressure (p = 10°-107" Torr) and then grows when pressure
changes from 10 Torr up to 10° Torr. The obtained dependence is analogue of
Pashen curve. Such behaviour of the breakdown power is explained by decreas-
ing of diffusional losses of electrons at increasing of air pressure and growth of
inelastic losses at it. For compensation of the electrons losses it is needed a large
ionization frequency. The ionization frequency is growing function of electron
temperature v; = {T,), i. e. reduced electrical field E/n. From here it is required
to make a large power for creation of surface microwave discharge at small
(p < 107" Torr) and large (p > 10 Torr) pressure, as it is observed at experiment
(Fig. 1).

The threshold characteristics of a surface discharge created at different pulse
duration are submitted on Fig. 2. It is shown that at a fixed air pressure the power
necessary for formation of a surface discharge sharply decreases with growth of
a pulse duration from 1,5 up to 10 us, whereas for T = 50 ps the threshold does
not depend almost on pulse duration.
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Fig. 1. Dependence of a minimum pulsed microwave power which is necessary for crea-
tion of a surface discharge on air pressure at T = 50 us and f= 40 Hz.

Fig. 2. The threshold characteristics of a surface discharge created at different duration of
microwave pulses 7, us: / - 1,5; 2 -5; 3 - 10; 4 - 50-100.

The longitudinal sizes of a surface discharge and its longitudinal velocities at
p = 10 Torr as a function of a microwave pulse duration are submitted on Fig. 3
and Fig. 4. Parameter of this curves is the microwave power. It is shown that the
longitudinal size of a surface discharge and its velocity at fixed pulse duration
grow with an increasing of a microwave power. Thus, on initial stages of a sur-
face discharge existence this velocity is large and reaches of value v = 107 cm/s at
W = 175 kW, whereas at late stages the velocity of the discharge propagation de-
creases up to v = 10* cm/s at W = 25 kW. From Fig. 4 one can also see that all
curves have the identical slope. The similar results are obtained also at other air
pressures (p = 40, 62 and 100 Torr). The processing of the received data has shown,
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Fig. 3. Dependencies of the longitudinal sizes of a surface discharge on duration of a mi-
crowave pulse at p = 10 Torr, f= 20 Hz and power W, kW: I - 25; 2 - 35; 3 - 55; 4 - 75;
5-100;6-175.

Fig. 4. Longitudinal velocity of the surface microwave discharge on the antenna of rectan-
gular section at p = 10 Torr, f = 20 Hz, and pulsed power W, kW: I - 25; 2 - 35; 3 - 55;
4-175;5-100; 6 - 175.
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that the time dependence of longitudinal velocity of the surface microwave dis-

charges can be described by the law: v = A-1~ 85003 "where A is the coeffi-
cient which depends on microwave power, ¢ is a time of microwave discharge
existence. In various sections of a surface microwave discharge the dependencies
of gas and vibrational temperatures on a pulsed microwave power were meas-
ured.

The gas temperatures in section z = 2,5 cm as a function of a microwave
power is submitted in Fig. 5. The dependence of vibrational temperature on a
microwave power measured by molecular bands of the second positive system of
nitrogen (point) and on molecular bands of CN (daggers) is submitted in Fig. 6.
One can see, that the gas temperature is growing function of a microwave power
(the gas temperature increases from ~500 K at W = 35 kW up to ~1700 K at
W = 175 kW) whereas the vibrational temperature remains practically constant
under these conditions, insignificantly decreasing with increase of microwave
power. At this the maximal gas heating is observed in a place of excitation of a
surface microwave discharge and gas temperature decreases by the end of the
discharge.
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Fig. 5. The vibrational temperature of a surface discharge, measured by molecular bands
of the second positive system of nitrogen (point) and on molecular bands of CN (daggers),
as a function of a microwave power at p = 40 Torr, T = 50 pus and f = 40 Hz in section
z=2,5 cm (W, is breakdown power at air pressure p = 40 Torr).

Fig. 6. Time evolution of gas temperature under conditions of surface microwave dis-
charge at p = 10 Torr, T = 100 ps, f= 10 Hz and W= 100 kW.

The electric field strength dependence’s upon microwave power and longitu-
dinal coordinate for air pressures p = 10 Torr and 40 Torr were determined.
It was shown (Fig. 7), that the amplitude of an electric field in the surface mi-
crowave discharge plasma changes from E = 5500 V/cm on an initial stage of the
discharge at microwave power W = 175 kW up to 250 V/cm at final stage at
W = 25 kW. It is shown, that at the initial stages of a surface microwave dis-
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charge at small air pressures p < 40 Torr the main mechanism of a surface mi-
crowave discharge propagation is the mechanism defined by an ambipolar diffu-
sion, whereas at the end of a microwave pulse the slow combustion mechanism
answers for discharge propagation. At large air pressures (p = 60-100 Torr) it is
possible that the main mechanism of a surface microwave discharge propagation
is photoionization.

1000 1200 £ T, K

100 [} 1 10 100, us 1000

Fig. 7. Electric field strength as a function of a longitudinal coordinate z at air pressure
p =10 Torr and at different values of input microwave power W, kW: I - 25; 2 ~ 35;
3-55;4-175;5-100; 6 - 175.

Fig. 8. The gas temperature of a surface discharge as a function of a microwave power at
p =40 Torr, T = 50 pus and f = 40 Hz in section z = 2,5 cm (W, is breakdown power at air
pressure p = 40 Torr).

The time evolution of gas temperature under conditions of surface micro-
wave discharge is submitted on Fig. 8. It was shown that on initial stage of exis-
tence of the surface microwave discharge the fast gas heating with rate
dT/dt > 50 K/us is observed. The similar result was received by us at research of
kinetics of gas heating in conditions of the freely localized microwave discharge
in air in the focused beam of electromagnetic radiation. The various mechanisms
are known which might lead to the heating of molecular gas. The contribution of
these mechanisms to heating of molecular gas is detailed analysed in works [8—
11], where was shown that the mechanism connected with effective excitation of
electron-exited states of nitrogen molecules at large values of the reduced electri-
cal field E/n2100 Td and their subsequent quenching is responsible for the fast
heating. At this the part of excitation energy of these states is transferred in the
heat of air. Our estimations show that only the quenching of electron-exited long-
living states of the nitrogen molecules which are effectively created in conditions
of a surface microwave discharge in air provides the observed gas heating rate.

The work was supported by the EOARD (ISTC grant Ne 2248p) and the Rus-
sian Foundation of Basic Research (project Ne 02-02-17116).
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MICROWAVE TORCH. PHYSICS AND APPLICATION

I. A. Kossyi, S. L. Gritsinin, M. A. Misakyan, N. I. Malykh, V. A. Kop’ev,
N. F. Larionova, and V. P. Silakov

General Physics Institute, Russian Academy of Sciences, Moscow, Russia

The construction and performance of an original coaxial microwave torch is described.
This torch can operate both in the pulsed and cw modes at atmospheric pressure with any
gases — both noble and molecular ones. It is shown that the time evolution is different in
noble and molecular gases. The characteristic feature of torches in noble gases is a dense
core with plasma density no less than 10'® cm™. Plasma bunches with density of 10~
10" cm™ successively propagate downstream from this core, which are seen as glow bursts.
In molecular gases, the core is absent and the torch is formed by propagating plasma
bunches. Results are presented of measurements of the plasma and gas parameters meas-
urements in the plasma stream. Peculiarities of the discharge development and maintenance
are discussed, and possible application of the microwave torch is proposed.

1. Microwave discharges excited when microwave (MW) energy is fed to a
gas medium through a coaxial line find wide application in modern physical
laboratory as well as in various engineering and technological areas [1-4]. The
variety of feasible versions of "coaxial microwave discharges" has recently been
supplemented by a number of works made at the General Physics Institute (see,
e. g., [5, 6]).

An original version of the torch and associated phenomena are described in
this paper. The main distinction is that the inner electrode of the coaxial line is
shorter than the outer electrode, but can be built up by a discharge plasma. The
torch can be operated at low MW powers in various gases at high (up to atmos-
pheric) pressures.

2. A schematic sketch of the MW plasma torch is shown in Fig. 1. The de-
vice is fed from a production magnetron (frequency f = 2,45 GHz, half-period
rectification power supply) through a rod antenna launching MW pulses into a
rectangular cavity. The average input MW power in the cavity is P < 1 kW.

AT

T7
Fig. 1. Microwave coaxial plasma torch (on left) and the basket-type extension of the
outer electrode (on right): 1 — magnetron, 2 — loop, 3 — outer electrode, 4 — nozzle,
5 - plasma stream, 6 — inner electrode, 7 — working gas, 8 — rectangular resonator, and 9 —
copper wires.
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From the rectangular cavity, the MW energy is transmitted into a coaxial line
through an intermediate component — a current loop whose extension is the inner
electrode, used as a pipeline for gas injection. The inner electrode is ended with a
refractory metal nozzle, which has a sharp edge facilitating breakdown of the gas.
The outer electrode is 2-3 cm in diameter, and its free end is a circular beyond-
cutoff waveguide for electromagnetic waves A =12 cm.

To permit the wave propagation, we used an array of fine metal wires
2-3 mm in diameter spaced at intervals of 0.5-1 cm along the waveguide edge.
Since the currents flow through the coaxial line in the longitudinal direction, this
multi-wire array ("basket") fairly plays the role of a solid electrode. This design
made it possible to achieve generation of a plasma jet extended for 10-20 cm
along the axis (for distances much longer than sizes of torches produced by tradi-
tional generators). It is advantageous also that the plasma jet and the surrounding
gas are accessible both to active and passive diagnostics.

The MW energy of waves reflected from the circular waveguide is accumu-
lated in the system of cavities including the rectangular, the coaxial, and the
proper magnetron cavity. The length of the inner electrode is chosen such that the
nozzle edge is located in the maximum of the electric field of a standing wave
generated when the travelling wave reflects at the inlet into the beyond-cutoff
circular waveguide. As the energy is accumulated in the standing wave, the elec-
tric field at the sharpened edge of the nozzle increases and reaches the breakdown
intensity. Thus, in spite of a relatively low level of MW power, it appears possi-
ble to achieve the gas breakdown in various gases (argon, nitrogen, air, carbon
dioxide, hydrogen, methane, propane, freons, etc.) over a wide range of pres-
sures, including the atmospheric pressure).

The plasma produced by the gas breakdown near the nozzle is entrained by
the working-gas flow, and the arising plasma jet serves as an extension of the
inner coaxial electrode. Microwaves can propagate through the newly formed
coaxial structure toward the end of the torch, where again they fall into the circu-
lar beyond-cutoff waveguide and reflect backward, and ultimately are substan-
tially absorbed in the torch plasma.

3. The time evolution of the torch was studied with the help of a streak cam-
era, photomultipliers and photodiodes. The electron density was measured with
laser and MW interferometers. The emission spectrum of the torch was recorded,
and the radiant temperature was evaluated.

When operating with argon and other noble gases, we observed a bright cy-
lindrical core 1-2 mm in diameter and 1-1.5 cm in length and, downstream, an
extended, and less bright region (with curved boundaries) which was 2-3 orders
of magnitude greater than the core volume. Such a core was absent when operat-
ing with molecular gases.

Measurements with a collimated photodiode showed that, at 0,5 ms <z < 4 ms,

the glow front moved at the almost constant velocity v, = 20 m/s away from the
nozzle for a distance =~ 9.5 cm, the maximum length of the torch being L™ =

=11cm.
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Figure 2 demonstrates the streak photography of the torch propagation for
argon and nitrogen. The camera slit was oriented along the axis of the coaxial
line. With a slow time scanning (Fig. 2, b) in the case of argon, we see that, dur-
ing the initial stage lasting ~ 0.5 ms from the beginning of the magnetron pulse,
the torch exists structurally as a core 1-2 cm long. Then, a less bright glow wave
tears away from the core and propagates along the axis of the system. It is inter-
esting that, this primary glow wave is followed by a train of secondary waves
arising synchronously with periodic bursts in the core. These secondary waves
overtake the primary front and form the resulting glow wave.

c

Flg 2. Streak-camera photos of the microwave torch. The working gas is (a) N2 or (b-d)
Ar. The full scanning time is (a, b) 3 ms, (c) 750 us, and (d) 250 ps; the full space scale is
(a, b) 8 and (¢, d) 2 cm.

A more rapid time scanning (Fig. 2, c,d) allows us to detect a high-
frequency modulation of the core glow at times preceding the appearance of the
glow wave. The characteristic modulation period 5-10 ps correlates with the
frequency of magnetron generation 100-200 kHz early in the magnetron operat-
ing pulse. After several hundreds of microseconds, a bright core appears, and
bursts in the core occur synchronously with magnetron pulses. The pulse genera-
tion frequency increases gradually, and the generation becomes continuous.

The plasma density in the torch was measured with the use of a probing cw
MW radiation (two horn-lens antennas) at a frequency about @, = 8:10" ¢
(Aq = 2.3 mm). In the torch core, where the plasma density turned out to be
higher, we used a submillimeter (A; = 337 wm) radiation of an HCN laser. Most
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of the experiments were carried out with argon and nitrogen at flow rates of 5-
20 L/min.

We studied the propagation of the probing radiation through the torch at
various distances Z from the nozzle. At distances 0 < Z < 20 mm from the noz-
zle, a substantially (~80%) attenuated transmitted signal was observed during the
entire operating pulse. This distance corresponds to the core length. At distances
20 £ Z £ 60 mm, we observe a strong (20-100%) modulation of the transmitted
signal at a frequency of ~1 kHz, which is interpreted as a generation of bunches
of a dense and brightly radiating plasma moving in the direction of the gas flow
in the torch.

The mere fact that the probing MW signal weakens strongly when passing
through the torch means that the electron density in the bulk of the torch is close
to the cutoff density n,., and even exceeds this value, and we have n, 2 n,,. Tak-
ing into consideration that the gas is strongly heated, for plasma at the atmos-
pheric pressure we come to the inequality v, << ,’, which defines our plasma
as being collisionless. From this reasoning, we come to the following condition
for the electron density:

Mo 2 Mooy = M2 4TE" = 2-10M cm®.

With the submillimeter laser interferometer, the core density was estimated
atn, =10 cm’.

The spectrum of the microwave torch (Fig. 3) was studied over a wide range
2000 < A < 8500 A with the help of an $2000 (Ocean Optics) spectrometer. The
spectrum contains both the continuous and line components identified as Ar, N,
and O atomic lines and also N, molecular bands. The continuum of the spectrum
was studied in pure argon and with tungsten grains of size 30-40 um admixed to
the gas. In both cases, the spectral intensity I in the wavelength range 4500 A <
<\ <6500 A appeared to be equilibrium. Taking into account that the inequality
exp(hc/AkT) >> 1 holds in this wavelength range, we can write

1.44-10%A = const - T In(hLAY),

where A is expressed in A, T in K, and I, in relative units.
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Fig. 3. Torch spectrum in the standard (on left) and the Planckian coordinates (on right)
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The temperature value was deduced from the continuous spectrum trans-
formed to the Planckian coordinates: x — In(IlA%), y —1.44. 10%/A, in which case
the radiator temperature T was determined from the slop of the function y(x).
Because of small sizes of the radiating tungsten grains, it was assumed that
T = T,. In this way, the temperature T, was estimated at various distances from
the nozzle.

The continuous spectrum of the torch plasma may be formed by both the
bremsstrahlung and recombination mechanisms. In both cases, the spectral inten-
sity is proportional to the Wien exponent [, ~ exp(-hc/AkT,). The continuous
emission spectrum is explained by the fact that the gas is strongly heated and
molecular lines are broadened so that they overlap.

Thus, based on the results these measurements, we can conclude that the gas
temperature in the torch is maximum in the core and slowly decreases with dis-
tance away from the torch, and the gas in the core is heated to a rather high tem-
perature: T, = 4000-5000 K.

To verify this estimate for the gas temperature, we carried out experiments
with a ceramic rod inserted into the flame. In this case too, the characteristic
emission spectrum was close to the Planckian blackbody spectrum with a tem-
perature of ~2300 K. This value may be reckoned as a conservative estimate for
the gas temperature.

4. We emphasize that, structurally, the plasma of our torch operating on ar-
gon differ markedly from torches of the traditional devices, in which the inner
and outer electrodes have nearly the same length. In our case, there is a bright
core adjacent to the nozzle and extended for 1-1.5 cm along the Z-axis. The
ionization in this region plays a dominant role and provides high released ener-
gies. In the traditional devices, the plasma density (and, consequently, the re-
leased energy) decreases sharply in this region because the intensity of ionization
processes decreases. The reason is that energy of the pumping wave is absorbed
only partially in the plasma, and the wave field additionally decreases owing to
the geometric factor. In this case, the nonabsorbed wave is emitted into space by
the torch acting as a rod antenna. In our case, downstream the core we observe a
considerably greater region of less bright glow (with curved boundaries). The
fraction of the wave energy that was not absorbed by the core can propagate
through the formed plasma electrode, so that the size of the glow region increases
considerably and the plasma density is sustained at a level high enough.

The mechanism causing the propagation of ionization waves and, thereby,
the production of the plasma extended along the Z-axis is associated with the
electromagnetic surface wave. The existence of this wave, in turn, suggests that
the plasma electron density n, at the torch axis exceeds the critical density #,,, for
microwaves propagating along the torch. The measurements of n, by the micro-
wave and laser interferometers confirm this conclusion.

5. The plasma sources of configurations described above can find wide ap-
plication, including the following technologies:
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(i) treatment of industrial gas discharges to the atmosphere;

(ii) plasmochemical deposition of thin films of different materials (silicon,
diamond, diamond-like, metal);

(iii) etching of sizable semiconductor components;

(iv) welding of quartz pieces without using combustible gases, etc.
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